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Abstract

This doctoral dissertation is a continuation of past theoretical research related to the

potential application of half-Heusler (hH) compounds as thermoelectric (TE) materials

[1�3].

The high-throughput investigation with the use of Density Functional Theory (DFT) of

over 150 hH phases with 18 valence electrons was performed, including two Exchange-

Correlation (XC) functional parametrizations: Perdew-Burke-Ernzerhof (GGA) and mod-

i�ed Becke-Johnson GGA (MBJGGA) [4, 5]. Among the initial set of hH phases, over

120 systems were found to be semiconductors, whereas only 34 hH systems have been

identi�ed as novel and thermodynamically stable [6]. The detailed analysis of named

systems (e.g., electronic structures) and their TE properties (including two XC func-

tional approaches and two types of conductivity regimes) is undertaken in this doctoral

dissertation.

The ab initio research has been supported through Machine Learning (ML) methods.

The analysis and predictions were done for six di�erent targets, including band gaps [7]

and TE performance (TE Power Factor for GGA parametrization and p-type regime) [8].

The chemical trends and potential predictors in all the cases were examined in detail.

The overall �ndings from DFT and ML analysis conducted here on the hH phases in-

fer novel hH phases as candidates for TE materials and some insights into the crucial

predictors for their favorable TE performance.
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Abstrakt

Niniejsza rozprawa doktorska stanowi kontynuacj¦ bada« prowadzonych w przeszªo±ci

nad potencjalnym zastosowaniem zwi¡zków typu póª-Heulser (hH) jako materiaªów ter-

moelektrycznych (TE) [1�3].

Przeprowadzone zostaªy badania du»ej skali z wykorzystaniem Teorii Funkcjonaªu G¦-

sto±ci (DFT) dla ponad 150 faz hH z 18 elektronami walencyjnymi; uwzgl¦dnione zo-

staªy dwie parametryzacje funkcjonaªu korelacyjno-wymiennego (XC): Perdew-Burke-

Ernzerhof (GGA) oraz zmody�kowany potencjaª Becke-Johnson GGA (MBJGGA) [4, 5].

Spo±ród pocz¡tkowego zbioru badanych zwi¡zków hH, ponad 120 ukªadów okazaªo si¦

mie¢ charakter póªprzewodnikowy, przy czym tylko 34 zostaªy zakwali�kowane jako nowe

oraz termodynamicznie stabilne [6]. Szczegóªowa analiza dla tych ukªadów (np. struktury

elektronowe) oraz ich wªa±ciwo±ci TE (w tym uwzgl¦dniaj¡ca dwa funkcjonaªy XC oraz

dwa re»imy przewodnictwa) zostaªa zrealizowana w niniejszej rozprawie doktorskiej.

Obliczenia ab initio zostaªy uzupeªnione metodami Uczenia Maszynowego (ML). Analiza

ML oraz predykcje zrealizowane zostaªy dla sze±ciu wielko±ci, w tym przerwy energetycz-

nej [7] oraz wydajno±ci TE (termoelektryczny wspóªczynnik mocy PF dla parametryzacji

GGA w re»imie typu p) [8]. Trendy chemiczne oraz potencjalne predyktory zostaªy roz-

patrzone i szczegóªowo zbadane.

Ogólne wyniki uzyskane w ramach analizy DFT i ML dla rozwa»anych faz hH wska-

zuj¡ nowych kandydatów na materiaªy TE, a ponadto umo»liwiaj¡ wgl¡d w kluczowe

predyktory determinuj¡ce korzystne wªa±ciwo±ci TE.

iii



Scienti�c Publications:

� Bili«ska, K., Winiarski, M. J. Search for semiconducting materials among 18-

electron half-Heusler alloys. Solid State Commun. 2023 365, 115133 [4];

� Bili«ska, K., Winiarski, M. J. A theoretical investigation of 18-electron half-Heusler

tellurides in terms of potential thermoelectric value. EPJ B 2023 96(10), 131 [5];

� Bili«ska, K., Winiarski, M. J. High-Throughput Exploration of Half-Heusler Phases

for Thermoelectric Applications. Crystals 2023 13(9), 1378 [6];

� Bili«ska, K., Winiarski, M. J. Machine Learning-Based Predictions for Half-Heusler

Phases. Inorganics 2023 12(1), 5 [7];

� Bili«ska, K., Winiarski, M. J. Machine Learning-Based Predictions of Power Factor

for Half-Heusler Phases. Crystals 2024 14(4), 354 [8].

Conference Posters:

� 49th International School and Conference on the Physics of Semiconductors "Jas-

zowiec 2021", online conference held 1-10 September 2021 in Szczyrk. A search for

potentially valuable thermoelectric materials over 18-electron half-Heusler alloys

Bili«ska, K., Winiarski, M. J. - poster K. Bili«ska;

� 51st International School and Conference on the Physics of Semiconductors "Jas-

zowiec 2023", conference held 17-23 June 2023 in Szczyrk. Novel Te-bearing half-

Heusler phases and their potential thermoelectric performance Bili«ska, K., Winiarski,

M. J. - poster K. Bili«ska;

� Advanced Technologies and Materials (ATAM) and Materials Science Conference

on Advanced Functional Materials (MASCA) 2024, conference held 5-7 June 2024

in Wrocªaw. Machine Learning for half-Heusler Phases: From Lattice Parameter to

Thermoelectric Performance Bili«ska, K., Winiarski, M. J. - poster K. Bili«ska

(planned).

iv



Abbreviations:

� BTE - Boltzmann Transport Equation

� CBM - Conduction Band Minimum

� DFT - Density Functional Theory

� DP - Deformation Potential

� FP-LAPW - Full-Potential Linearized Augmented Plane Wave

� GGA - Generalized Gradient Approximation

� hH - half-Heusler

� LOO - Leave One Out

� L(S)DA - Local (Spin) Density Approximation

� MBJ - modi�ed Becke-Johnson (MBJGGA here)

� ML - Machine Learning

� PF - Power Factor

� RMSE - Root Mean Squared Error

� SVR - Support Vector Regression

� TE - Thermoelectric

� VBM - Valence Band Maximum

� VEC - Valence Electron Count

� XC - Exchange-Correlation

� ZT - Figure of Merit

v



Contents

Contents v

1 Theoretical Introduction 1

1.1 Subject of the study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Motivation and aim of the investigation . . . . . . . . . . . . . . . 1
1.1.2 Investigation process . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Half-Heusler Phases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.1 Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.1.1 18 valence electrons . . . . . . . . . . . . . . . . . . . . . 5
1.2.1.2 Born mechanical stability . . . . . . . . . . . . . . . . . . 5
1.2.1.3 Thermodynamic stability . . . . . . . . . . . . . . . . . . 5

1.3 Ab initio methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.1 Single atom model . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.2 Multiple atom model . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3.2.1 Adiabatic Born-Oppenheimer approximation . . . . . . . 8
1.3.3 Density Functional Theory . . . . . . . . . . . . . . . . . . . . . . 8

1.3.3.1 Hohenberg-Kohn Theorems . . . . . . . . . . . . . . . . . 9
1.3.3.2 Kohn-Sham Method . . . . . . . . . . . . . . . . . . . . . 11

1.3.4 Full-Potential Linearized Augmented Plane Wave . . . . . . . . . . 12
1.3.5 Projector Augmented Wave . . . . . . . . . . . . . . . . . . . . . . 13
1.3.6 Self Consistent Field Method . . . . . . . . . . . . . . . . . . . . . 14
1.3.7 Exchange and Correlation . . . . . . . . . . . . . . . . . . . . . . . 15
1.3.8 Exchange-Correlation Functionals . . . . . . . . . . . . . . . . . . . 15

1.4 Thermoelectric Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.4.1 Boltzmann Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.4.1.1 Drude Model . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.4.1.2 Classical Boltzmann Transport Equation . . . . . . . . . 19

1.4.2 Deformation Potential Theory and Relaxation Time . . . . . . . . 20
1.5 Machine Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.5.1 Support Vector Regression . . . . . . . . . . . . . . . . . . . . . . . 22
1.5.1.1 Tuning the hyper-parameters . . . . . . . . . . . . . . . . 24
1.5.1.2 Cross-validation . . . . . . . . . . . . . . . . . . . . . . . 25
1.5.1.3 Learning curves . . . . . . . . . . . . . . . . . . . . . . . 26

2 Electronic Structure 27

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2 Computational details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

vi



Contents vii

2.3 De�ning and limiting the half-Heusler subset . . . . . . . . . . . . . . . . 29
2.4 Stable hH phases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.5 Likely stable hH phases . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.6 Topological Insulators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3 Thermoelectric Performance 41

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 Computational details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.2.1 Lattice thermal conductivity . . . . . . . . . . . . . . . . . . . . . 42
3.3 E�ective mass and relaxation time of carriers . . . . . . . . . . . . . . . . 43

3.3.1 Stable hH phases . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3.2 Likely stable hH phases . . . . . . . . . . . . . . . . . . . . . . . . 48

3.4 Deformation potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.5 Lattice thermal conductivity . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.6 Thermoelectric performance . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.6.1 Stable hH phases . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.6.2 Likely stable hH phases . . . . . . . . . . . . . . . . . . . . . . . . 61

3.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4 Machine Learning-Based Predictions of Selected Features 65

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2 Computational details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.2.1 Feature Scaling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.3 Selected SVR models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.3.1 Feature space and validation . . . . . . . . . . . . . . . . . . . . . 66
4.3.2 Results of the SVR-derived predictions . . . . . . . . . . . . . . . . 72

4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

5 Machine Learning-Based Predictions of the Power Factor 79

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.2 Computational details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.3 Feature space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.3.1 Predictors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.3.2 Targets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.4 SVR model validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.5 Predictions of Power Factor for hH Phases . . . . . . . . . . . . . . . . . . 84
5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

A Complete hH Data 89

A.1 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
A.2 Thermodynamical stability . . . . . . . . . . . . . . . . . . . . . . . . . . 93

B Validation 95

B.1 Equilibrium Lattice Parameters . . . . . . . . . . . . . . . . . . . . . . . . 95
B.2 Bulk modulus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95



Contents viii

B.3 Electronic structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
B.4 Band gaps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
B.5 Deformation potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
B.6 E�ective mass and relaxation time of the carriers . . . . . . . . . . . . . . 97
B.7 Thermoelectric Power Factor . . . . . . . . . . . . . . . . . . . . . . . . . 97

C E�ective mass calculations 99

Bibliography 101



Chapter 1

Theoretical Introduction

1.1 Subject of the study

1.1.1 Motivation and aim of the investigation

The research conducted for the purpose of this Ph.D. dissertation was to examine over

150 half-Heusler (hH) phases in order to provide potentially valuable thermoelectric (TE)

materials. This idea arose from the TE properties of hH phases investigated in the past

[1�3]. The whole process was complex, requiring various calculations, from ab initio to

Machine Learning (ML). The aim of this investigation was to list the hH systems with

the highest probability of being stable and potentially thermoelectrically valuable. This

kind of theoretical investigation may encourage experimental research on the particular

phases without the need to try to synthesize all over 150 hH compounds.

In order to provide the most reasonable results, multiple models and conditions were

implemented and ful�lled, e.g., the stability criteria (Chapter 1.2.1), realistic relaxation

time approximation (Chapter 1.4.2), and two di�erent Exchange-Correlation Functionals

(XCF) (Chapters 1.3.8, 2.2). Therefore, the �nal number of potentially valuable TE

systems was drastically reduced. However, one shall �nd them the most promising,

especially due to the accordance between the results and the existing experimental data

(the particular examples are discussed in the following chapters).

Such a comprehensive approach resulted in a list of 34 stable systems (32 from the origin

list and two additional Te-bearing phases) with TE properties investigated and even

more systems with ML relations and predictions analyzed. Crucial results were summed

up in the following papers:

� Search for semiconducting materials among 18-electron half-Heusler alloys [4];

1



1 - Theoretical Introduction 2

� A theoretical investigation of 18-electron half-Heusler tellurides in terms of potential

thermoelectric value [5];

� High-throughput exploration of half-Heusler phases for thermoelectric applications

[6];

� Machine Learning-Based Predictions for Half-Heusler Phases [7];

� Machine Learning-Based Predictions of Power Factor for Half-Heusler Phases [8].

Calculations were performed in the Wroclaw Center for Networking and Supercomputing

(Project No. 158).

1.1.2 Investigation process

The whole computational process (Figure 1.1) began with the proposal of the initial

list of hH systems to be investigated (153 18-electron cubic hH phases). For all the

systems, lattice parameters were predicted with the use of Support Vector Regression

(SVR). Predicted lattice parameters were used as the input for the ab initio calculations.

After optimalization of the unit cell volume, 153 hH systems with equilibrium lattice

parameters were investigated. Elastic constants were calculated within the perturbation

theory. For the calculations, two Exchange-Correlation (XC) parameterizations were

used: Generalized Gradient Approximation (GGA) and modi�ed Becke-Johnson, meta-

GGA (MBJGGA). The electronic structures were analyzed, and the band gaps were

revealed. Based on the band structures, the e�ective mass of the carriers in the vicinities

of Valence Band Maximum (VBM), for p-type carriers, and Conduction Band Minimum

(CBM), for n-type carriers, were calculated. Next, the Deformation Potential (DP)

theory was used, which required additional calculations for the deformed unit cell. Based

on the e�ective mass, DP, and elastic constants, the relaxation time of the carriers was

approximated.

In order to carry out TE analysis of the systems considered, dense-sampled DFT output

was required. This stage of the investigation, which was highly time- and resource-

consuming, was performed only on a limited subset of hH systems. The criterion limiting

the origin set of hH compounds was mechanical and thermodynamical stability (Chapter

1.2.1).

After thermoelectric calculations leading the TE Power Factor (PF) results, the lattice

thermal conductivity κL was calculated. Combining PF and κL resulted in the Figure

of Merit (ZT).
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List of Potentially Valuable
Thermoelectric Materials

Lattice Parameter Optimization

Figure of Merit

Power Factor

Band Structure Analysis Dense k-mesh Calculations

Transport and Thermoelectric
Calculations

Effective Mass Calculations

Deformation Potential Theory

Elastic Calculations

Slack's Formula

Figure 1.1: Flow chart with the investigation process, excluding ML analysis.

X

Y

Z

Figure 1.2: The hH structure with X, Y , and Z ions marked [9].

All the parameters were investigated for both electrons and holes, but also for two dif-

ferent types of XC functionals.

1.2 Half-Heusler Phases

Heusler compounds were discovered and reported by Friedrich Heusler in 1903. In gen-

eral, this type of system is formed by three ions: X, Y, Z, where X, Y are the transition

metals and Z is a main group element. Originally, these phases would crystallize in the

face-centered cubic (FCC) symmetry; however, there are numerous Heusler systems with

lower symmetry (e.g., orthorhombic).
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Г

L

X

U

K W

b2
b1

b3

Figure 1.3: The �rst Brillouin zone for FCC systems [13].

Depending on the stoichiometry of the phase, di�erent members of the Heusler family

shall be distinguished, e.g., full-Heusler (X2Y Z), half-Heusler (XY Z) (Figure 1.2), or

double half-Heusler (X2Y Y
′Z2). The diversity of the elemental components and the

space distribution of ions provide multiple possible systems with various properties. In

fact, the unwavering interest in the Heusler phases is determined by the variety of pos-

sibilities of application, from optoelectronics [10, 11] to ferromagnets [12].

In this work, the area of interest is limited to the half-Heusler (hH) systems only. The

high symmetry of the space group F43m adopted by hH phases results in relatively low

cost of the calculations. The occupation of Wycko� positions (X (0, 0, 0), Y (1/4, 1/4,

1/4), and Z (1/2, 1/2, 1/2)) are determined by the electronegativity, whereas Z is the

less electropositive (anion). The hH F43m structure is presented in Figure 1.2.

In order to provide the highest probability of the synthesizability of the systems investi-

gated, the comprehensive stability analysis was performed (Chapter 1.2.1).

The First Brillouin Zone (IBZ) of the FCC hH systems regarded has the form presented

in Figure 1.3. The band structure analysis of the hH systems considered in this research

was performed in the LΓXU directions.

1.2.1 Stability

Multiple possibilities of the hH ternary systems regarded are limited by the stability and,

therefore, synthesizability expected. In order to provide the most probable stable phases
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only, the criteria presented below were applied.

1.2.1.1 18 valence electrons

The stability issue for hH phases is often considered based on the Valence Electron

Count (VEC), which is the number of valence electrons in the phases. It is expected

that due to the hybridization of d bands resulting in the stabilization of the electronic

system, hH systems with particular VEC values are more stable than similar systems with

di�erent VEC values [14]. Compounds with a VEC di�erent from 18 provide systems with

antibonding states un�lled. In the literature, one can found homogeneous systems with

VEC equals 18 [14�18] but also heterogeneous systems with two di�erent VEC values, 17

and 19 [19]. Also, some 19-electron systems were investigated [20]. However, in general,

the 18-electron systems with all-bounding electronic states (a fully �lled valence shell for

a transition metal) are expected to be stable.

1.2.1.2 Born mechanical stability

The elemental condition of the mechanical stability of the systems was considered ac-

cording to the Born's stability criterion for the cubic systems [21, 22]:

C11 + 2C12 > 0, C11 − C12 > 0, C44 > 0

where C11, C12, C44 are the elastic constants from the elasticity tensor in the particular

directions in the crystal.

All the systems considered in this research were found to be mechanically stable due to

this criterion.

1.2.1.3 Thermodynamic stability

In order to determine the stability of the phase regarded, the Open Quantum Material

Database (OQMD) was employed [23, 24]. The criterion of the so-called hull distance

EHD was chosen as the determinant of the system's stability (Figure 1.4). EHD is an

energy di�erence between the formation energies for the convex hull among the di�erent

concentration ratios of the elements constituent. If the phase regarded lies on the convex

hull, it is stable; if it is o� the convex hull, it is unstable. In Figure 1.4, the comparison

of the stable phase P and unstable phase P' are presented. In case of the stable phase P,

it lies on the convex hull (A-P1-P-B) what determines stability equals 0 eV/atom. On



1 - Theoretical Introduction 6

Δ
Ef
 [
eV
/a
to
m]

(a)

Concentration of A, x in A B

0.0

x

Unstable Phase P’Stable Phase P

0.0 0.5 1.0

1-x

(b)

Concentration of A, x in A Bx

0.0 0.5 1.0

1-x

Δ
Ef
 [
eV
/a
to
m]

-0.5

-1.0

0.0

-0.5

-1.0
P

P’1

P2

A B

Decomposition
Energy

ΔH

A B

Hull
distance

ΔEf ΔH

ΔEf

Stability: 0 eV/atom
Competing Phases: P1 + P2

Stability: Hull Distance
Decomposes into: P’1 + P’2

P’

P1

P’2

Figure 1.4: The OQMD-based diagrams of the hull distance interpretation as the
mechanical stability determinant, where: ∆Ef is formation energy (eV/atom) and ∆H
- hull energy (eV/atom). In (a), the stable phase P is presented (lies on convex hull

A-P1-P-B) [25].

contrary, the unstable phase P' is o� the convex hull; the distance from the convex hull

(EHD de�ned as the di�erence between the formation energy ∆Ef of the phase P' and

hull energy ∆H at this composition) describes the of the stability.

The OQMD as the phase stability determinant is widely implemented in di�erent �elds

of science, including ML support for the discovery of novel compounds [26, 27].

However, the possibility of synthesis of some phases that are in the vicinity of the convex

hull but not directly on it was proved [28]. There are some reports of incongruent OQMD

unstable predictions opposite to experimental reports on synthesis. OQMD, as every

powerful and enormous tool, has its accuracy and limitations [29]. Therefore, based on

the conclusions by Aykol et al., the expected range of the hull distance for highly likely

stable systems was extended to 0.1 eV (Chapter 4).

Finally, for the purpose of this work, it was postulated that the limitation of VEC to

eighteen, ful�llment of the Born's stability criterion and EHD determinant would be

su�cient for the stability assumption of the particular phase.

The lattice dynamics of the systems were not studied.
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1.3 Ab initio methods

Ab initio methods are the process of theoretical investigation of atomic systems. For

hydrogen molecule one can solve the non-relativistic Schrödinger Equation (SE), however,

for more complex atomic models, more sophisticated methods are required.

1.3.1 Single atom model

The single-atom model (hydrogen atom: one ion with one orbiting electron) is an in-

troduction to the solid-state theory, whereas it is still possible to be solved exactly [30].

The SE of the single particle in the spheric potential of the ion is as follows:

[
− ℏ2

2m
∇2 + V (r)

]
Ψ(r) = EΨ(r) (1.1)

where V is an ion potential, m is a particle mass. Using the polar coordinates, Hamilto-

nian regarded can be written as:

H = − ℏ2

2m

1

r2

[
∂

∂r
r2
∂

∂r
− M2

ℏ2

]
(1.2)

where M is the ion mass. Finally, Equation 1.1 can be written down as follows:

[
− ℏ2

2m

1

r2

(
∂

∂r
r2

∂

∂r
− M2

ℏ2

)
+ V (r)− E

]
Ψ(r, θ, ϕ) = 0 (1.3)

1.3.2 Multiple atom model

The more elements of the system are considered, the more complex the quantum approach

becomes. At some point, the solution of SE is impossible, and di�erent methods are

required.

For the many-body system, the Hamiltonian is given as follows:

H =
∑
α

P 2
α

2Mα
+
∑
i

p2i
2m

+
1

2

∑
i,j

1

|ri − rj |
−
∑
i,α

Zα

|ri −Rα|
+

1

2

∑
α,β

Zα, Zβ

|Rα −Rβ|
(1.4)

where: Z - atomic number, r - distance between the electrons and ions, R - distance

between the ions.
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1.3.2.1 Adiabatic Born-Oppenheimer approximation

For the description of condensed matter systems, the Born-Oppenheimer approximation

is applied [30]. This adiabatic statement postulates the signi�cant di�erence between

masses and mobilities of the carriers and ions. Therefore, the approximation of steady

ions (potential constant as a function of time) and moving carriers is proposed. This ap-

proach excludes the phonons, however, in low temperatures, when the phonon vibrations

are small, this approximation is adequate. The higher the temperature, the greater the

deviation from the actual expected behavior of the crystal lattice.

After the implementation of the adiabatic Born-Oppenheimer approximation, Equation

1.4 of the N element system is given as follows:

H =
∑
i

[
− ℏ2

2m
∆ri +

∑
α

Vej(ri,Rα)

]
+

1

2

∑
i

∑
j ̸=i

e2

|ri − rj |
(1.5)

Still, more approximations and models are required for an e�ective multiple-body system

description.

1.3.3 Density Functional Theory

The basic postulate about the solid state is the simpli�ed model of the realistic alloy. The

ions are located periodically in the space, with free electrons distributed between them.

The amount of ionic cores and electrons in the typical crystal requires more complex

than the previously presented methods for small systems.

In the 1960s, in order to provide the accurate, but at the same time calculable solid-

state model, the Density Functional Theory (DFT) was created. The main idea behind

DFT is abandoning the single carrier analysis approach and developing the density of

the carriers distributed between the atomic cores instead.

In Figure 1.5 there is the intuition behind DFT depicted [31]. As one can perceive, DFT

modi�es the typical interpretation of the system to be solved with the use of SE. In quan-

tum mechanics, the interactions between electrons within the external, periodic potential

determined by the core atoms are considered. In the formally equivalent Kohn-Sham sys-

tem, the interactions of the particles are neglected per se. However, the realization of

the lattice potential changes into the so-called e�ective potential, which does regard the

neglected interaction part between particles. If the function describes the e�ective po-

tential in which non-interactive Kohn-Sham particles are, this model is equivalent to the

classical Schrödinger system with interacting particles in the external potential.
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Schrödinger Approach DFT Approach

electron

interaction

external potential

Kohn-Sham particle

effective potential

Properties of
the system

KSSE

XCF

XCF exchange-correlation
functional (GGA, MBJGGA)

Density Functional Theory

Figure 1.5: The illustration of the idea behind Density Functional Theory [31].

In the DFT methods, the N -element system is described through the particle density:

ρ(r) = N

∫
d3r2

∫
d3r3...

∫
d3rNΨ ∗ (r, r2, ..., rN )Ψ(r, r2, ..., rN ), (1.6)

which is normalized to the number of particles:
∫
d3ρ(r) = N . When the ρ(r) is known,

the explicit norm of the wave function Ψ(r, r2, ..., rN ) can be calculated. In the DFT

approach, all the state operators are the functionals of charge density. Therefore, instead

of the single-electron ground state calculation, the ground state of the electron density

(as a function of the 3D space vector) is provided [32].

Due to the invertibility of Equation 1.6, the Self-Consistent Field method can be applied

(more: Chapter 1.3.6).

The essential component of the Kohn-Sham DFT model is an Exchange-Correlation (XC)

functional, participating in the �nal e�ective potential form. The role of XC functional

and the di�erent postulates it formulates are discussed in Chapter 1.3.7.

1.3.3.1 Hohenberg-Kohn Theorems

DFT derives its essence from the underlying two theorems, revealed by Hohenberg and

Kohn in 1964 [33]. Hohenberg and Kohn provided the insight that the ground states

of the multiple-body systems in the external potential can be interpreted as the charge

density functionals.

The �rst Hohenberg-Kohn Theorem

For a non-degenerate ground state, the energy of the system
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is uniquely determined by its electron density.

The �rst theorem does not provide the exact formula for the electron density functional

but only postulates its existence. The di�erent interpretations of this theory re�ect the

direct relationship between the external potential and the electron density. This theorem

can be extended to the degenerated states in the system.

The apagogic proof of the �rst theorem is presented below.

Let us postulate that by the same density of the ground state (ρ) the two di�erent external

potentials (V1, V2) and corresponding Hamiltonians (Ĥ1, Ĥ2) and wave functions (Ψ1,

Ψ2) are described.

With the use of the variation principle [34], the ϵ [Ψ] (where Ψ is normalized and depends

on the same variables as the wave function of the system characterized by Ĥ) can be

de�ned as:

ϵ [Ψ] =
⟨Ψ|Ĥ|Ψ⟩
⟨Ψ|Ψ⟩

(1.7)

and does realize the following conditions:

� ϵ ≥ E0, where E0, where E0 is the smallest Ĥ value (energy of the ground state);

� ϵ = E0 if and only if Ψ is a wave function of the ground state.

From the above variation principle, there is a resulting relationship:

E1 < ⟨Ψ2|Ĥ1|Ψ2⟩ = ⟨Ψ2|Ĥ2|Ψ2⟩+ ⟨Ψ2|Ĥ1 − Ĥ2|Ψ2⟩ = E2 +

∫
(V1(r)− V2(r)) ρ(r)d

3r

Analogically:

E2 < ⟨Ψ1|Ĥ2|Ψ1⟩ = E1 +

∫
(V2(r)− V1(r)) ρ(r)d

3r

The juxtaposition of the above equations leads to a contradiction:

E1 + E2 < E1 + E2
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which proves the falsehood of the initial statement and, therefore, demonstrates the

correctness of the �rst Hohenberg-Kohn theorem. Q.E.D.

The second Hohenberg-Kohn Theorem

The ground state of the system is a state for which the energy functional is minimized.

1.3.3.2 Kohn-Sham Method

The Kohn and Sham method [35] is the most common practical realization of the

Hohenberg-Kohn methods.

Following the Kohn-Sham model (Figure 1.5), the Hamiltonian of the system can be

described as:

HKS = −1

2

N∑
i

∇2
i + VKS(r), (1.8)

where VKS is an e�ective potential for Kohn-Sham particles. The carrier density ρ(r)

calculations is done for the independent Nσ Kohn-Sham orbitals ψσ:

ρ(r) =
∑
σ

ρ(r, σ) =
∑
σ

Nσ∑
i=1

|ψσ
i (r)|2 (1.9)

The complete energy of the systems consisting of Nσ Kohn-Sham orbitals is the sum of

the following components:

� kinetic energy of the particles;

� potential energy of the ions;

� energy of the Coulomb interaction between particles (Hartree energy for correla-

tions between electrons);

� XC energy of the particles.

The �nal form of the total energy is as follows:

EKS [ρ] =
1

2

∑
σ

N∑
i=1

|∇ψi|2 +
∫
d3V (r)ρ(r) +

1

2

∫
d3rd3r′

ρ(r)ρ(r')

r− r'
+ EXC [ρ] (1.10)
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With the use of calculus of variation, the Kohn-Sham total energy functional (Equation

1.10) can be transformed to the Kohn-Sham equations:

[
−1

2
∇2 + V (r) + VHartree(r) + V σ

XC(r)− ϵσi

]
ψσ
i (r) = 0. (1.11)

Finally, in order to provide a description of the multiple particle quantum model, the Self-

Consistent Field (SCF) (Chapter 1.3.6) method for Kohn-Sham equations (Equations

1.11) is implemented.

1.3.4 Full-Potential Linearized Augmented Plane Wave

As another approximation in the many body systems, the Full-Potential Linearized Aug-

mented Plane Wave method (FP-LAPW) is applied [36, 37]. Following it, the space in

the crystal is divided into two parts: the vicinity of the ion (MT - Mu�n-Tin) and the

region between ions (IR - Interstitial Region). Carriers in the �rst region, limited by

so-called cut-o� energy, are described with the spherical harmonics. Carriers outside the

nearest vicinities of the ions are described with plane waves. This kind of approximation

greatly decreases the complexity of the calculations to be performed. The visualization

of this methodology is presented in Figure 1.6.

This approximation is reasonable due to the assumption that the only valence electron

part takes part in the creation of the chemical bonds between ions in the periodic solid-

state structure. Therefore, in the Mu�n-Tin (MT) region, Figure 1.6 (b), there are only

the core electrons, while the IR region is characterized by the presence of only the valence

electrons [38].

Let us mark the radius of the MT sphere with Rt, where t is an index of the sfere in

the periodic potential. The wave function describing the state of the system is given as

the linear combination of the radial functions and the spherical harmonics, which can be

written as shown:

ϕkn =
∑
l,k

[Alm,knul(r, El) +Blm,knu̇l(r, El)]Ylm(r̂), (1.12)

where: ul(r, El) is a general radial SE solution for energy El; u̇l(r, El) is the derivative

of the energy of ul (at the same energy El). ul(r, El) and u̇l(r, El) are obtained by the

numerical integration of SE on the radial mesh inside the t MT sphere. Due to the linear

combination of ul(r, El) and u̇l(r, El), the energy dependence of the radial function is
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(b)
Interstitial
Region (IR)

Muffin-tin
(MT)

(a)

0 R

0

MT

Muffin-tin
(MT)

Interstitial
Region (IR)

Figure 1.6: The visualization of the full-potential method for the nearest vicinity of
the ions and the Interstitial Region (IR). In (a), there are wave functions describing the
particular region depicted, while in (b), the schematical mu�n-tin region organization

is depicted [38].

also linear. The coe�cients Alm and Blm are the functions of kn and are required by the

matching of the basis functions in the IR [39].

The implementation of this approach �ndings the Linearized Augmented Plane Wave

(LAPW) method and allows very accurate numerical calculation of the electronic func-

tions in the plane wave base with the use of Bloch theory for the periodic crystal lattice.

Bloch theory allows the presentation of the wave functions of the carriers in the periodical

potential as:

ψk(r) = uk(r)e
ikr (1.13)

where k is a wave vector, uk(r) characterizes the periodicity of the lattice structure:

uk(r) = uk(r+R), where R is a crystal lattice vector.

The di�erent interpretation of Bloch theory postulates that every degenerated solution

for the wave function in the periodic solid-state system can be transformed into the linear

combination of the solutions connected to the same energy (with the same conditions

given) but with possible di�erent k [40].

1.3.5 Projector Augmented Wave

Within VASP software, the implementation of the Projector Augmented Wave (PAW) is

carried out. PAW is one of various techniques used in ab initio calculations, characterized

by relatively low computational cost compared to, e.g., FP-LAPW. The reason for the
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Figure 1.7: Flow chart of the Self Consistent Field method [42].

relatively greater e�ciency of PAW is due to the used approximation of the complex

system, i.e., the rapidly oscillating wavefunctions of the core electrons. The smoothing

of wavefunctions in the MT region (core electrons are 'frozen') enables the description of

the wavefunctions in the IR region with fewer Fourier modes used. This approximation

is reasonable and computationally convenient [41].

1.3.6 Self Consistent Field Method

The solution of Kohn-Sham equations (Equations 1.11) requires the self-consistent it-

erative method of the calculations, i.e., SCF method. This approach results from the

lack of complete input data to solve Kohn-Sham equations; both electron density and

the e�ective potential formula (external potential from ions and XC potential) are un-

known. Only the repetitive procedure of postulating the density value and investigating

the convergence of the model in the next iterative steps may be e�ective in this case.

What is worth mentioning here is the fact that Hohenberg, Kohn, and Sham theory,

even though created in 1960., had to wait for the machine support solution due to the

iterative procedure of the method.

The convergence in SCF is understood as the minimalization until the epsilon the dif-

ference of selected parameters in the following iterative steps. Parameters determining

the convergence of the system may be e.g., the energy and charge of the whole system

considered.

The practical implementation of the SCF method essentially amounts to the initial elec-

tron density guess and, after this, further calculations of the XC potential. With the
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postulated formula of the XC functional, Kohn-Sham equations are calculated, and the

evaluation of the electron density (or charge, depending on the software used) and total

energy is performed. In fact, it is the di�erence in a particular parameter (e.g., total

energy or electron density) in the next iterative steps that determines the convergence of

the model. If the di�erence of the verifying parameters in the next iterative steps is small

enough (arbitrary chosen epsilon), the SCF procedure �nishes successfully, returning the

�nal parameters of the system converged (e.g., eigenvalues, forces) [42].

The whole SCF method for Kohn-Sham equations is depicted in Figure 1.7.

1.3.7 Exchange and Correlation

A crucial element of the Kohn-Sham model is an exchange-correlation (XC) hole. The

phenomenon of the XC hole is attributed to the interplay of the phenomena of Coulomb

repulsion and the Pauli exclusion principle. XC holes can be modeled in various ways,

e.g., Hood et al. provided the realization of this issue with the Monte Carlo methods

combined with DFT [43]; the results are very satisfying and encouraging.

In order to provide a mathematical description of the exchange-correlation holes ne-

glected in the Kohn-Sham model, the XC functionals are implemented. Depending on

the XC functional used, the electronic structure, and therefore all the further analy-

sis, may strongly vary. This fact is due to the di�erent approximations and postulates

employed.

1.3.8 Exchange-Correlation Functionals

� Local (Spin) Density Approximation

The Local Density Approximation (LDA) and Local Spin Density Approximation

(LSDA) depend on the electron density value at a particular point in the space.

Such a model is simple in comparison to the more sophisticated XC functionals;

however, it still, in some circumstances, provides good results for realistic systems

[44]. The XC energy formula for LDA is given as follows:

ELDA
XC [ρ] =

∫
ϵXC(ρ(r))ρ(r)dr

where ϵXC is the XC energy per particle for the homogenous electron gas, and by

ρ the corresponding electron density is given.

While taking into consideration spin, the XC energy formula of the Local Spin

Density Approximation (LSDA) has the following form:
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ELSDA
XC [ρα, ρβ] =

∫
ϵXC(ρα, ρβ)ρ(r)dr

whereas ρα and ρβ are densities for two spins regarded with the sum of the densities

conserved: ρα + ρβ = ρ [45].

� Generalized Gradient Approximation

The Generalized Gradient Approximation (GGA) [46] is de�ned as XC functional

regarding the gradient di�erences of the carrier density. The XC energy taking into

consideration spin is given as follows:

EGGA
XC [ρα, ρβ] =

∫
ϵXC(ρα, ρβ,∇ρα,∇ρβ)ρ(r)dr

This XC functional was chosen as the base for all calculations for this research.

� Modi�ed Becke-Johnson Potential

The second XC functional used in this work was based on the modi�ed Becke-

Johnson potential (MBJ), meta-GGA approach of Tran and Blaha (MBJGGA)

[47]. It is combined with the correlation term from LDA/GGA.

The reason for this functional choice was the undervaluation of the band gap by

GGA. MBJ (MBJGGA) functional is preferred for the semiconducting materials

due to the more realistic results of electronic structure. The form of potential is

given as follows:

VMBJ
x,σ (r) = cV BR

x,σ (r) + (3c− 2)
1

π

√
5

12

√
2tσ(r)

σσ(r)

where VMBJ
x,σ is a Becke-Roussel potential [48], tσ is the kinetic energy density, and

σσ is the carrier density. The constant c is de�ned as the α and β [49] functions:

c = α+

(
β

1

Vcell

∫
|∇σ(r)|
σ(r)

dr

)1/2

where the α and β are arbitrary parameters.
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Figure 1.8: Ilustrative �ow of the charge among the Thermoelectric Material when
temperature gradient applied [125].

1.4 Thermoelectric Materials

Today, thermoelectric (TE) materials are of high interest due to the various ways of

their implementation in agreement with ecological and heat-pollution philosophies. The

idea behind TE materials is to convert the heat to be wasted into electrical current,

which can be reused [125]. Graphics presenting the �ow of the charge with the gradient

temperature applied are presented in Figure 1.8.

In order to provide a quantitative value of the TE material, the TE Power Factor (PF):

PF = S2σ

or Figure of Merit (ZT) are used:

ZT =
PF

κe + κl
T,

where: S - Seebeck coe�cient, σ - electrical conductivity, κe - electronic thermal con-

ductivity, and κl - lattice thermal conductivity.

Seebeck e�ect If there is a gradient of temperature in the conducting material and at

the same time there is no electric current applied to the material, then there is a
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constant electrostatic potential between low- and high-temperature regions of the

material.

The justi�cation of the Seebeck e�ect is due to the fact that after the creation of the

temperature gradient through the material, electrons from the warmer part gain velocity

in the direction of the lower temperature. The quantitative Seebeck coe�cient is also

determined by the band structure and the Density of States (DOS) - the more bands,

the more carriers to potentially participate in Seebeck e�ect. The movement of electrons

and carriers results in the generation of electric potential and electric current.

The respective electric pole, directed opposite to the temperature gradient, can be de-

scribed as shown below:

E = Q∇T, (1.14)

where Q is a thermoelectric power connected with the Seebeck coe�cient [50].

The application of the Seebeck e�ect provides insight into reusing the heat to be gen-

erated and transforming it into an electrical current. Such an approach results in lower

heat losses and, therefore, lower energy losses. An example of the use of the natural

temperature gradient can be implants, smart glasses or watches, conducting polymers,

TE modules in hybrid car engines and many more [51]. Such a TE implementation is

especially useful if the heat losses are great and inevitable, e.g., in power plants.

However, one shall note that the di�culty in obtaining the high TE performance re-

sults from the fact that low σ is in general connected with high S and low κ in simple

semiconductors.

1.4.1 Boltzmann Theory

Boltzmann theory is a model to describe macroscopic parameters of the system (electrical

conductivity, Seebeck coe�cient, mobility of the carriers) with the use of the microscopic

parameters [52, 53].

1.4.1.1 Drude Model

Boltzmann theory is built upon the groundwork laid by Drude in 1900, which is a model

of conductivity in a crystal. In the Drude model, the classical kinetic gas theory is applied
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to the model of the free electrons. This model can also be used for the description of

electron or hole-like carriers in semiconductors.

The fundamental assumptions of the Drude model are:

� electrons are the identical sti� balls, which move in a straight-line motion between

the negligibly short collisions;

� during collisions, the only forces acting on the particles are those resulting from

the collision;

� all the interactions electron-ion and electron-electron, but the very fast collisions

are neglected;

� scattering of the electrons on the electrons is much less signi�cant compared to the

electron scattering on ions;

� electrons do collide with the atomic cores with the probability given by the revised

value of the relaxation time per unit of time. It is assumed that the relaxation time

does not depend on the initial velocity or location of the particle in the crystal;

� After a collision, the electron moves from the collision place in a random direction,

with the speed determined only by the temperature of the region in which the

collision did happen [50].

1.4.1.2 Classical Boltzmann Transport Equation

In the Drude model, the electron distribution is given by the Fermi-Dirac distribution:

fFD(ϵ, T ) =
1

1 + exp((ϵ− ϵF )/kBT )
(1.15)

The Equation 1.15 describes the ideal electron gas with no external impact. However,

in the classic Boltzmann Transport Equation (BTE), scattering, external forces, and

di�usion are considered:

df(k, T, t)

dt
=

(
∂f(k, T, t)

∂t

)
s

− dk

dt
∇kf(k, T, t)− v(k)∇rf(k, T, t), (1.16)

where f(k, T, t) is a distribution function of the wave vector k in the particular temper-

ature T and in the t moment. By v(k) the group velocity is given: v(k) = ∇kϵ(k)/ℏ.
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1.4.2 Deformation Potential Theory and Relaxation Time

In general, the values of relaxation time τ , so the time between collisions of the carriers

and the periodic lattice, are not constant. The mobility of the carriers, and therefore

the τ , in the unpolarized crystal are relevant to their dispersion on the acoustic phonons

and, in an ideal system, to the impurities in the lattice.

In order to provide the exact τ value for the particular direction β in the crystal, the

Deformation Potential (DP) theory is employed [54]. The idea behind this theory is to

postulate the di�erence in electronic structure due to the mechanical deformation of the

crystal. The DP as the parameter is understood as the di�erence in VBM/CBM position

as the result of the mechanical stress put into the structure of the system. In this work,

the modi�cation of the lattice parameter for the DP calculations was plus 0.1 Å.

There is a strong correlation between relaxation time and temperature, as shown by the

following formula:

τβ =
2
√
2πCβℏ4

3(kBTmeff )3/2E
2
β

where β is a direction in the crystal for which the particular parameter is mentioned,

Cβ is an elastic constant, meff is an e�ective mass, and Eβ is the DP de�ned as the

di�erence of the energy E (in VBM or CBM, depending on the type of carriers regarded)

under the in�uence of the mechanical deformation: Eβ =
∂EV BM/CBM

∂(∆l/l0)
; ∆l and l0 are

the di�erence of the length due to the deformation and the origin length, i.e., lattice

parameter.

1.5 Machine Learning

Nowadays, Machine Learning (ML) methods are commonly used in physics and also in

the Heusler phases investigation. Parameters to be targets of the ML predictions vary

from atomic site preferences [55], lattice parameters [56] and stability of the system [57],

through band structures including band gaps [58, 59], to spin polarization [60] or thermal

conductivity [61�63].

In general, ML is to provide external predictions based on the input data (train subset)

taking under consideration the crucial features determining trend among the model. This

idea determines the limited abilities of the ML model; it can only be as good and precise

as the data it was fed with. At the very �rst stage, all the ML methods proceed the

same: there is a feature space with predictors and targets required. Predictors are the
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Figure 1.9: A schematic �ve-fold cross-validation train-test split method [64].

features used as the parameter values, which are used for calculating the expected value

of the target. Among the data provided, there are the train and test subset de�ned;

the train subset is used for the model to learn about the trends between predictors

and targets, while the test subset is used to verify how accurate the trend analysis was

by the comparison between the predicted and fact target values, not used for learning

(Figure 1.9). The separation of the train and test data is crucial as it reduces the risk

of over�tting the model (i.e., the ML model is too well �tted to the particular set of

data and, even though it provides predictions close to the fact values, it is too limited to

provide reasonable target values for the external, unknown data). The comparison of the

actual target and the value predicted based on the train subset allows to determine if the

model is proper and the train data is su�cient to provide good predictions of targets.

There are di�erent methods of providing, so-called, train-test split among the initial fea-

ture space. In Figure 1.9 there is a �ve-fold cross-validation shown, but further discussion

on the cross-validation methods is carried out in Chapter 1.5.1.2.

Also, there are multiple preferences for ML methods of prediction, depending on the type

and size of the feature space and the character of the relations between predictors and

targets. First of all, the di�erence between classi�cators and regressors is considered. In

order to reveal the participation of the system in a particular subset, the classi�cators

are implemented. For example, Huo et al. [65] employed the latent Dirichlet allocation

(semi-supervised ML method) to classify inorganic material synthesis procedures.

The alternative approach is regression, which, contrary to the classi�cators providing the

discrete class labels, delivers the continuous quantity predictions. The same as in the

classi�cators case, the regression models also vary depending on the methodology used.
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Figure 1.10: A �ow chart of the evaluation of Machine Learning model [66].

Commonly used are "tree-like" models, e.g., Random Forest Regression [61] or Boosted

Decision Tree Regression [62]. However, the particular regression method shall be chosen

depending on the type of data and the expected trends among the feature space.

In order to reveal the best ML model possible for the provided data and targets desired,

multiple versions of this model are investigated. First, it is determining the optimum

subset of predictors; some out-of-the origin set of predictors may cause discrepancies in

the patterns and provide worse results. Also, some crucial hyper-parameters, depending

on the ML methodology used, must be tuned up. Only then, with the best predictors

and the best hyper-parameters, it is possible to provide the predictions to be evaluated.

This process is presented in Figure 1.10.

1.5.1 Support Vector Regression

Support Vector Regression (SVR) is a member of the Support Vector Machine family.

Among this family, various methods, depending on the desired result, are implemented:

regression, outlier detection, and classi�cation. The major disadvantage of SVR is that

it does not directly provide an estimation of probability, and expensive cross-validations

are required. The advantages of SVR methods are as follows:

� e�ective if the number of dimensions is greater than the number of samples (requires

the proper kernel function, Chapter 1.5.1.1);

� e�ective in high-dimensional spaces;

� memory e�cient (uses a subset of training points in the decision function);

� versatile due to the di�erent kernels available (Chapter 1.5.1.1) [67, 68].
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The insight behind the SVR methodology is the hyperplane analysis (in the multidimen-

sional feature space), which maximizes the number of records lying inside the strictly

determined boundaries (decision boundary line) [69]. Such an approach creates the model

that best �ts the greatest part of the data provided.

Smola et al. [70] provided a complex analysis of the SVR methodology; below, a brief

summary is presented.

Let us discuss the issue for the given input train data {(x1, y1), ..., (xl, yl)} ⊂ X×R, where
X is a space of the input patterns. Here considered and shown will be the linear function;

however, the methodology can be applied to the various relations. The postulated form

of the linear function is given as follows:

f(x) = ⟨w, x⟩+ b, (1.17)

where w ∈ X , b ∈ R and ⟨·, ·⟩ denotes to the dot product ⊂ X . Let us make the

assumption that such a f function does exist and approximates all (xi, yi) pairwise with

precision given by ϵ (�convex optimization problem is feasible�). In order to investigate

the �atness of Equation 1.17, small values of w are desired. It can be done by the norm

minimalization, ∥w∥2 = ⟨w,w⟩, and the optimization issue about minimizing 1
2∥w∥

2:

subject to

yi − ⟨w, xi⟩ − b ≤ ϵ,

⟨w, xi⟩+ b− yi ≤ ϵ.
(1.18)

The assumption about feasible of the linear function is however non-realistic, and the

possibility of error among the approximating results must be considered. In order to

provide this soft margin, Vapnik [71] proposed the following formulas for minimizing
1
2∥w∥

2 + C
∑l

i=1(ξi + ξ∗i ):

subject to


yi − ⟨w, xi⟩ − b ≤ ϵ+ ξi,

⟨w, xi⟩+ b− yi ≤ ϵ+ ξ∗i ,

ξ, ξ∗ ≥ 0.

(1.19)

The constant C > 0 denotes the trade-o� between the tolerated deviation larger than ϵ

and the �atness of f . The deviation larger than ϵ, but still tolerated is described by the

ϵ-intensive loss function |ξ|ϵ:
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Figure 1.11: A visualization of soft margin loss for the linear kernel in the SVR
model [70].

|ξ|ϵ =

0 if |ξ| ≤ ϵ,

|ξ| − ϵ otherwise.
(1.20)

In Figure 1.11 the illustration of the provided model is shown. As Smola et al. summed

it up - the cost is determined solely by the points laying outside the soft-margin region

(deviations are penalized linearly).

The analog intuition is applied to di�erent types of functions and multi-dimensional

feature spaces.

In order to determine the model with the best �t, di�erent kernel functions are imple-

mented (further discussion on the SVR kernels in Chapter 1.5.1.1).

Finally, the decision on SVR chosen for this investigation was determined by the character

of the relations between predictors and targets, but this model was also reported to be

reasonable and e�cient for similar cases [72].

1.5.1.1 Tuning the hyper-parameters

� Kernel Functions

A very big advantage of SVR models is the possibility of providing di�erent kernel

functions for the best �t, depending on the patterns among the data considered [73].

With, so-called, the kernel trick, the non-linear formulation variants of algorithms

for Support Vector Machine can be applied to calculate dot products in the high-

dimensional feature space [74].
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Figure 1.12: The Gaussian Radial Basis Function depicted for the classi�cation issue
[68].

The simplest kernel function is linear and given by the following formula: ϕ(r) = cr.

Only linear correlations between predictors and targets can be successfully de-

scribed by such a simple function. The most universal and recommended kernel

function for non-linear patterns is the Gaussian Radial Basis Function (RBF) de-

�ned as: ϕ(r) = e−cr2 [75]. In Figure 1.12 there is a crucial idea behind the RBF

for the classi�cation issue presented.

Finally, depending on the kernel function used, the predicted values may di�er

strongly.

� C and γ parameters

In order to deal with the trade-o� between regularization and �tting the training

data, the C parameter in SVR is implemented. At the same time, γ parameter is re-

sponsible for the �exibility of the model. C and γ can be determined by grid-search

among the probable values, with a heat map determining the best combinations.

Another option is to follow the default values implemented by Pedregosa et. al

[67]: C = 1 and γ = 1/(n ∗ XV AR), where XV AR is a variation in the predictors

subset and n is the number of features.

1.5.1.2 Cross-validation

The issue of leaking the data from the train into the test subset is a crucial aspect of

preparing a good ML model. It could be avoided by proposing an additional subset

of the data to verify if there is no over�tting among the model's validation set (i.e.,

splitting the initial data into train, test, and validation subset). This approach, however,

drastically reduces the number of samples in the train subset and therefore increases
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the probable di�erences of the predictions due to the too small amounts of the train

data. A solution proposed instead is so-called cross-validation (CV). The methodology

beyond this approach is to provide more than one option of splitting the feature space

into train and test subsets. Predictions are performed for all the options considered

and combined. This method is more time- and resource-consuming, but it saves on the

number of samples provided [66].

� k -fold

The most common example of k -fold CV for k = 5 is depicted in Figure 1.9. In

this approach, a model is trained with the use of k− 1, so-called folds as the train

data. For every fold, the di�erent subset of the initial data is regarded as the test

subset, and the rest is a train subset.

� Leave One Out (LOO)

This approach is an extreme version of the k -fold CV: only one sample is treated

as the test subset, and the rest of the samples is used for training a model. The

LOO approach is proposed as a very good CV option, especially for the Support

Vector Machine family [76, 77].

1.5.1.3 Learning curves

In order to determine if the regarded train subset is su�cient to provide good predic-

tions, the function of the quantitative veri�cation and the number of train samples are

considered (i.e., the learning curve). Learning curves can also be a useful guide on how

much data must be added to the model to provide good enough predictions.

The accuracy of the ML model can be determined based on the di�erent quantitative,

e.g., the Root Mean Squared Error (RMSE) de�ned as:

√√√√ 1

n

n∑
i=1

(acalculatedi − apredictedi )2,

where a is a studied quantity.

In general, it is expected that the accuracy of the model for small train subset is poor,

and while extending the training data, the validation shall improve. If the plateau is

observed, one may expect the amount of training data to be su�cient.



Chapter 2

Electronic Structure

2.1 Introduction

This chapter describes the initial stage of the investigation, focused mainly on the high-

throughput calculations of numerous hH cubic systems in order to provide a limited list

of potentially valuable TE materials. At this stage of the research, over 150 hH phases

with 18 valence electrons were examined theoretically. Two di�erent XC functionals were

used to provide the most reasonable results. Among all investigated compounds, more

than 120 proved to be semiconductors according to at least one XC functional. During

the search for potentially valuable TE semiconductors, also some phases expected to be

topological insulators were disclosed (e.g., LuPdAs).

Finally, 52 hH systems were investigated in terms of the potential TE performance [4,

6, 8]. In the set of 52 hH phases discussed here, 34 are de�ned as stable (EHD = 0 eV)

and 18 are likely to be stable (0 eV < EHD ≤ 0.1 eV) [23, 24, 28].

In this chapter, the analysis of electronic structure and elemental properties (e.g., equi-

librium lattice parameter, band gap) of mentioned 52 hH systems is carried out. Fi-

nal insights shall encourage further theoretical and experimental analysis for the listed

phases, especially in the TE �eld.

2.2 Computational details

All the DFT calculations were performed with the use of the Vienna Ab initio Simulation

Package (VASP) [78�81] with a k-point mesh of 262 points. The spin-orbit coupling

(SOC) was included. The cut-o� energy for the plane wave basis was 500 eV.

27
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The XC functionals used were Generalized Gradient Approximation (GGA) [46] and

modi�ed Becke-Johnson GGA, i.e., the meta-GGA approach of Tran and Blaha (MB-

JGGA) [47], while the lattice parameter optimization was GGA-derived. The use of

MBJGGA functional shall be justi�ed by generally more reasonable results for semicon-

ducting phases compared to GGA-derived calculations. However, the GGA approach

also shall not be underestimated, as it was shown that it may o�er the proper results in

some cases of the limitations of the MBJ application [82]; �nally, only the comparison

of the results from two XC functionals may be considered su�cient and facilitates a

discussion on electronic structure of intermetallics.

In order to determine the mechanical and thermodynamical stability of the systems

investigated, the Born conditions for cubic systems were applied (Chapter 1.2.1) and the

OQDM-derived stability was veri�ed [23, 24, 28].

During the DFT examination of over 150 hH phases, 121 appeared to be semiconductors,

according to at least one XC functional (Appendix A, Table A.1). Up to the date of the

research and preparation of the Search for semiconducting materials among 18-electron

half-Heusler alloys manuscript (i.e., Q2 2021), 49 alloys were neither experimentally

nor theoretically investigated. Based only on the percentage of not-examined systems

among all the semiconductors considered, this shall encourage further investigation, not

only focused on the TE properties.

In further research, only the stable (EHD = 0 eV) or likely stable (0 < EHD ≤ 0.1 eV)

hH phases are considered. Mentioned 52 hH systems (34 stable and 18 likely stable)

are gathered in Table, whereas the complete version of this table (including unstable hH

phases) is available in Appendix A, Table A.2.

Comp. ∆H EHD Comp. ∆H EHD

HfPdGe -0.832 0.100 TiPdGe -0.723 0.088

HfPtGe -0.983 0 TiPdPb -0.379 0.065

HfCoAs -0.828 0 TiPtGe -0.884 0

HfCoBi -0.365 0 TiPtSn -0.871 0

HfRhAs -0.989 0.017 TiCoAs -0.863 0

HfNiSn -0.665 0 TiCoBi -0.321 0

HfPdSn -0.752 0 TiRhAs -0.912 0

HfIrSb -0.924 0 TiRhBi -0.531 0

LuNiAs -1.030 0.073 TiIrSb -0.815 0

NbCoGe -0.511 0 VCoGe -0.391 0

NbIrGe -0.598 0 VRhGe -0.456 0.045

NbFeAs -0.514 0 VIrGe -0.451 0
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NbRuAs -0.493 0.018 VFeAs -0.468 0

NbRuBi -0.149 0.083 VFeSb -0.211 0

NbIrSn -0.558 0 VRuSb -0.285 0.063

NbRuSb -0.421 0 ZrNiGe -0.792 0.016

ScPdAs -1.125 0.084 ZrPdSn -0.817 0

ScPdBi -0.836 0 ZrPtGe -0.996 0

TaCoGe -0.494 0 ZrPtPb -0.724 0

TaCoSn -0.317 0 ZrCoAs -0.880 0.019

TaRhGe -0.551 0.008 ZrRhAs -1.070 0.063

TaFeAs -0.467 0 TiFeTe -0.539 0

TaFeSb -0.304 0 TiRuTe -0.654 0.052

TaRuAs -0.431 0 ZrFeTe -0.600 0.059

TiNiGe -0.701 0 ZrRuTe -0.702 0

TiNiPb -0.278 0.043 HfRuTe -0.696 0.061

Table 2.1: Summary of the composition analysis, where: ∆H (eV/atom) - hull energy
and EHD (eV/atom) - distance from the convex hull, i.e., hull distance.

2.3 De�ning and limiting the half-Heusler subset

The �rst stage of investigation was concerned with the ab initio calculations for 153 hH

cubic systems with eighteen valence electrons in order to narrow down the initial set

to semiconducting, stable (or likely stable), and novel (i.e., not investigated in terms

of the potential TE application or investigated partially, with one basic XC functional

used, e.g., GGA or LDA) compounds. Phases investigated were of the following formulas

according to the periodic groups of elements:

� III-X-XV (e.g., ScNiSb),

� IV-X-XIV (e.g., HfNiSn),

� IV-IX-XV (e.g., HfCoSb),

� V-IX-XIV (e.g., NbCoSn),

� V-VIII-XV (e.g., NbFeSb).

The elements of the particular periodic groups were selected as given:

� III (Sc, Y, La, Ga, In),
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� IV (Ti, Zr, Hf),

� V (V, Nb, Ta),

� VIII (Fe, Ru, Os),

� X (Ni, Pd, Pt),

� XIV (Ge, Sn, Pb),

� XV (As, Sb, Bi).

All the possible 18-electron combinations of hH phases were considered. The ab initio

calculations were performed with the use of DFT with GGA and MBJGGA parametriza-

tions. The use of the GGA approach is commonly described in the literature [1�3, 83�

107, 112], also for NbFeSb systems [108], whereas one in general shall expect more rea-

sonable results provided by MBJGGA parametrization in the case of semiconducting

phases. Nevertheless, all the results considered here were provided and discussed for

both XC functionals.

The initial values of the lattice parameter (input for ab initio calculations) were deliv-

ered with the ML support (see more in Chapter 4), providing non-equilibrium lattice

parameters for all the 153 hH systems with a very good e�ectivity (only one system

required manual modi�cation of the initial a to allow the fast structural relaxation). Ex-

aminations of all the possible combinations allowed for pointing out the semiconducting

phases, which is a requirement for the thermoelectric material.

In general, the hH phases with a VEC of 18 are expected to be stable [14�18]. However,

it is not common for such a stable phases to adopt an investigated here symmetric

Face Centered Cubic (FCC) lattice (XY Z) with a F43m space group [4]. The Wycko�

positions for X, Y , and Z are as follows: (0, 0, 0), (1/4, 1/4, 1/4), and (1/2, 1/2,

1/2). Nevertheless, numerous systems of this type have not yet been examined, neither

experimentally nor theoretically. The decision on systems provided in this work was

inspired by both the novelty of systems and OQMD-derived stability determinant, while

the '10 kBT rule' proposed by Mahan et al. [109] for nominating the TE candidates

was found to consider only narrow band gap systems (e.g., ZrNiSn, whose band gap

reported 0.05 eV (experiment [83]) and 0.18 eV (theory [91]), but at the same time to

neglect TE valuable phases with wide band gaps (e.g., ZrRhBi Eg = 1.02 eV [110]).

Therefore, the OQMD-derived stability criterion was applied to distinguish 34 stable hH

phases [6] and 18 likely stable hH phases [8]. Additionally, Te-bearing hH alloys (two

stable: ZrRuTe and TiFeTe; three likely to be stable: TiRuTe, ZrFeTe, and HfRuTe),
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not included in the initial set of the systems, were also investigated in therms of the

potential TE applications [5].

The detailed results of ab initio examination of the electronic structures and the elemental

properties are described in the subsections focused on 34 stable hH phases and 15 likely

stable hH phases (excluding three Te-bearing systems), separately. The very last part

of this chapter is devoted to the discussion on six hH phases revealed here as possessing

the band structure which suggests the Topological Insulator (TI) character.

2.4 Stable hH phases

The �rst stage of the research, after determining the �nal hH subset to be considered,

was a careful analysis of the electronic structures. In all the cases, band structures were

analyzed in the L− Γ−X − U directions in the IBZ of the FCC system (Chapter 1.2).

With black and red lines the GGA- and MBJGGA-derived results are marked. The

horizontal dashed line (0 eV) is set at the Fermi level of the particular system. In Figure

2.1, the band structures of the 34 stable hH phases regarded here are presented. The

order of the hH phases is due to the weight of the X, Y and Z ions. This kind of sorting

could be found to be the most comfortable for comparison of the similar systems (e.g.,

VCoGe vs. VIrGe).

The general features of electronic structures of the 34 semiconducting hH phases con-

sidered here are consistent with the literature data for similar hH systems. One shall

perceive characteristic shapes of the band structure and types of band gaps revealed.

First of all, there is a distinction between GGA and MBJGGA-derived results; the �rst

XC functional in the majority of cases provides the underestimated values compared to

the MBJGGA approach. The only systems with wider EGGA than EMBJ were: HfNiSn

(EGGA = 0.32 eV, EMBJ = 0.27 eV), HfPdSn (EGGA = 0.38 eV, EMBJ = 0.33 eV),

ZrPdSn (EGGA = 0.44 eV, EMBJ = 0.42 eV), TiNiGe (EGGA = 0.63 eV, EMBJ = 0.58

eV), TiCoBi (EGGA = 0.88 eV, EMBJ = 0.78 eV), HfCoBi (EGGA = 0.98 eV, EMBJ =

0.92 eV), and TiCoAs (EGGA = 1.30 eV, EMBJ = 1.24 eV).

Comp. a C11 C12 C44 EGGA
g EMBJ

g

ScPdBi 6.525 124.19 65.93 42.11 0.07 0.12

HfNiSn 6.111 243.62 73.72 73.85 0.32 0.27

HfPdSn 6.360 186.38 93.09 67.71 0.38 0.33

ZrPdSn 6.396 178.99 86.55 63.05 0.44 0.42

NbRuSb 6.187 261.71 125.22 64.32 0.35 0.48
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TiNiGe 5.668 234.41 95.40 92.68 0.63 0.58

VIrGe 5.818 269.95 169.88 75.76 0.27 0.64

VFeSb 5.788 280.55 98.83 46.43 0.34 0.66

NbFeAs 5.689 314.37 115.02 89.24 0.57 0.67

NbIrGe 6.010 274.14 156.94 89.76 0.60 0.72

ZrPtPb 6.508 184.52 90.27 58.71 0.67 0.73

NbIrSn 6.230 266.14 132.14 74.60 0.63 0.73

HfIrSb 6.333 244.23 112.19 75.01 0.66 0.75

TiCoBi 6.033 220.70 75.00 44.51 0.88 0.78

TaRuAs 5.972 264.62 158.49 73.04 0.37 0.78

TiPtSn 6.231 200.50 108.25 65.16 0.67 0.81

TiRhBi 6.280 179.09 93.95 38.19 0.66 0.81

VFeAs 5.496 304.34 126.62 88.41 0.36 0.86

TaFeSb 5.960 321.09 98.45 74.52 0.81 0.87

TiPtGe 5.991 205.37 126.35 77.47 0.72 0.91

HfCoBi 6.188 235.70 65.63 53.29 0.98 0.92

TiRhAs 5.889 205.21 128.96 69.07 0.77 0.96

TiIrSb 6.165 235.91 119.58 67.56 0.68 0.97

TaFeAs 5.692 328.70 128.43 93.13 0.88 0.98

VCoGe 5.512 284.29 121.07 90.82 0.68 0.99

HfPtGe 6.171 213.48 124.52 77.25 0.93 1.02

TaCoSn 5.962 300.97 96.36 76.20 1.01 1.03

ZrPtGe 6.200 210.95 119.11 73.74 1.01 1.08

NbCoGe 5.698 308.47 116.33 98.41 1.09 1.13

TiFeTe 5.864 278.92 84.13 66.19 0.98 1.18

TaCoGe 5.715 314.53 125.23 104.10 1.16 1.19

TiCoAs 5.605 267.42 104.92 92.32 1.30 1.24

ZrRuTe 6.298 237.25 100.41 63.43 0.93 1.25

HfCoAs 5.783 275.77 99.48 79.76 1.29 1.36

Table 2.2: Table of selected systems with the following parameters revealed: equilib-
rium lattice parameter a (Å), elastic constants C11, C12, and C44 (GPa), band gaps

from GGA EGGA
g (eV) and MBJGGA EMBJ

g (eV) approaches.

The reason for this behavior may be due to the speci�c electronic structure; HfNiSn,

HfPdSn, ZrPdSn, and TiNiGe are characterized by: 1) the Γ − X indirect transition

type; 2) relatively low position of valence bands at the L point; and 3) a U-like conduction

band shape in the CBM vicinity. The remaining three hH systems with GGA-derived

band gap larger than obtained with MBJGGA are: TiCoBi, HfCoBi, and TiCoAs. In
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Figure 2.1: Band structures of hH alloys obtained with GGA and MBJGGA, marked
with black and red colors, respectively.

this case, the band structures of Co-bearing systems are di�erent from those of HfNiSn

(band structures similar to those of NbFeSb with higher energy values of the valence

band in the vicinity of the L point and �at valence bands in the L − Γ direction). What

is common for almost all systems is the CBM located at the X point with a relatively

small discrepancy between the GGA and MBJGGA-derived conduction bands. Also,

for the valence bands, the di�erence between the results of the GGA and MBJGGA

parametrizations is negligible.

The rest of the systems analyzed in this part of the research are characterized by the

EMBJ exceeding EGGA, which is in agreement with the expectations [47] and previous

results for similar hH phases [1�3].

The tendency to narrow the band gap when a single element is replaced with a heavier one

was observed for some phases (e.g., VCoGe and VIrGe, TiCoAs and TiCoBi). This trend

was also revealed in the previous research on similar hH phases [1�3]. More examples of

such a behavior (for a single and more elements replaced) are observed in the following

cases:

� TiRhAs (EGGA = 0.77 eV, EMBJ = 0.96 eV) and TiRhBi (EGGA = 0.66 eV, EMBJ

= 0.81 eV);
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Figure 2.2: A bar plot of GGA and MBJGGA-derived band gaps for selected systems.

� TiNiGe (EGGA = 0.63 eV, EMBJ = 0.58 eV) and TiPtGe (EGGA = 0.72 eV, EMBJ

= 0.91 eV);

� VCoGe (EGGA = 0.68 eV, EMBJ = 0.99 eV) and VFeSb (EGGA = 0.34 eV, EMBJ

= 0.66 eV).

The opposite phenomenon was disclosed for the following phases: VFeAs (EGGA = 0.36

eV), NbFeAs (EGGA = 0.57 eV), and TaFeAs (EGGA = 0.88 eV). The lighter the X

ion, the narrower the GGA-derived band gap. The MBJGGA-derived results for VFeAs,

NbFeAs, and TaFeAs do not exhibit the observed widening of the band gap for the

heavier elements constituent. Also, pairs: NbIrGe (EGGA = 0.60 eV, EMBJ = 0.72 eV)

and NbIrSn (EGGA = 0.63 eV, EMBJ = 0.73 eV); NbIrGe (EGGA = 0.60 eV, 0.72 eV)

and NbIrSn (EGGA = 0.63 eV, 0.73 eV) ful�ll the behavior of the wider band gap for the

heavier elements constituent.
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Figure 2.3: The relation between GGA- and MBJGGA-derived band gaps for selected
systems, whereas Y ions are marked with di�erent colors.
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Figure 2.4: The detailed band structure of HfCoAs is shown (on the right) with the
conduction bands in the vicinity of the CBM.

One shall imply that the relation between the width of the band gap and the weight of the

constituent elements is not obvious and should be analyzed separately for each system

or, at least, for each type of system bearing the particular elements. The reason for the

widening or narrowing of the band gap for heavier elements is due to multiple factors. It

is expected for the heavier elements to be characterized by greater ionic radii compared to

the lighter elements in the same group. This tendency also a�ects the distances between

ions and, therefore, the lattice parameter. Another factor important for this issue may

be the electronegativity, in particular higher for lighter elements, i.e., lighter elements

tend to attract electrons stronger than heavier elements. The electronegativity of the

particular elements, especially in the case of replacing only a single ion, may in�uence

the character of the electronic structure. In the end, it is the overlap of the orbitals that

determines the �nal electronic structure. Lighter elements are characterized by di�erent

orbitals, and, therefore, the hybridization may vary depending on the particular orbitals

of the constituent elements. In general, one may expect the heavier ions to provide the

narrower band gaps(e.g., GGA- and MBJGGA-derived NbCoGe and NbIrGe); however,

some exceptions were noted (e.g., GGA-derived HfNiSn and HfPdSn).
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In Figure 2.2, the comparison of EGGG and EMBJ is depicted. One shall perceive the

consequent exceeding of GGA-derived results over the MBJGGA approach. This ob-

servation is consistent with previously discussed expectations of an underestimation of

band gaps by GGA.

For some systems investigated here, the di�erence between EGGA and EMBJ is enormous,

e.g., VFeAs, VIrGe, and TaRuAs. The phases listed are characterized by di�erent band

structures: VFeAs has NbFeSb-like (VBM at the L point, CBM at the X point but with

simultaneous higher energy values of the valence bands in the vicinity of the X point)

[112], VIrGe has NbRuBi-like [4], while VFeAs has NbOsBi-like [4].

Some of the systems are characterized by good accordance between EGGA and EMBJ :

NbCoGe, TaCoGe, TaFeSb, ZrPtGe, and ZrPtPb. NbCoGe, TaCoGe, ZrPtGe, and

ZrPtPb have very similar electronic structures; also, the band structure of TaFeSb is

alike, but with a signi�cant downshift of conduction bands, located above the CBM in the

rest of the systems discussed. Also, some of the phases considered unexpectedly provided

a wider GGA-derived band gap than MBJGGA-derived (discussed above). Additionally,

in Figure 2.3, the correlation between EGGA and EMBJ with Z ions marked with colors is

depicted. The discrepancies between GGA and MBJGGA-derived band gaps are visible,

in particular for As, Ge, and Sb-based hH systems.

As a highly unique electronic structure, HfCoAs band structure and CBM is disclosed

(Figure 2.4). This example is the only one among the systems considered here to reveal

CBM neither at the Γ nor the X point, but in between them, and moreover, for both

XC functionals applied.

2.5 Likely stable hH phases

In Table 2.3 additional 15 hH phases (excluding tellurides due to the lack of tellurides

in the target subset) with selected elemental parameters are gathered [8].

Mentioned hH systems are characterized by hull distance EHD following range: 0 eV <

EHD ≤ 0.1 eV (detailed values are presented in Table A.2) [23, 24]. In Figure 2.5 the

distribution of EHD and formation energy ∆H is presented. The real alloys may adopt

metastable phases even if the total energy is above the curve of the convex hull. This

fact results from the inaccurate estimation of the theoretical-derived formation energies

for particular systems (space group F43m). Proposed limitations of EHD indicate likely

stable materials [28]. As can be inferred from Figure 2.5, no ion unequivocal determines

EHD; the lowest EHD is revealed for TaRhGe, whereas the highest EHD of 0.1 eV
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Figure 2.5: A distribution of hull distance EHD for selected hH phases. The values
of formation energy ∆H are marked with respective colors.

characterizes another Ge-based alloy, i.e., HfPdGe. Regarding formation energy, the As-

based hH compounds discussed here exhibit relatively low ∆H compared to Pb-, Sb-,

and Bi-bearing phases.

Comp. a C11 C12 C44 EGGA
g EMBJ

g

TiPdPb 6.328 142.43 84.61 43.98 0.35 0.32

TiPdGe 5.964 169.53 112.30 69.11 0.62 0.58

VRhGe 5.796 227.77 144.92 68.76 0.43 0.75

ZrCoAs 5.831 265.22 88.76 73.84 1.20 1.23

ZrRhAs 6.110 202.36 114.78 68.14 1.12 1.29

HfPdGe 6.142 179.29 110.92 72.83 0.55 0.51

HfRhAs 6.063 216.10 131.98 70.44 0.28 0.82

TaRhGe 5.973 251.19 152.10 88.02 1.04 1.03

VRuSb 6.044 237.79 129.57 44.91 0.19 0.63

ZrNiGe 5.893 246.34 89.18 79.85 0.68 0.65

ScPdAs 6.099 142.02 95.96 60.30 0.43 0.45

NbRuAs 5.961 255.97 146.71 73.63 0.34 0.51

TiNiPb 6.038 197.16 74.91 52.40 0.34 0.29

NbRuBi 6.307 233.14 111.08 41.55 0.38 0.56

LuNiAs 5.989 187.85 66.49 49.29 0.41 0.48

Table 2.3: Table of selected systems with the following parameters revealed: equilib-
rium lattice parameter a (Å), elastic constants C11, C12, and C44 (GPa), band gaps for

GGA EGGA
g (eV) and MBJGGA EMBJ

g (eV) approaches.

The equilibrium lattice parameters (from 5.796 Å for VRhGe up to 6.328 Å for TiPdPb)

and elastic constants C11, C12, and C44 were calculated with the use of GGA parametriza-

tion. Systems presented here exhibit strongly varying Eg values: from EGGA
g = 0.19 eV

for VRuSb and EMBJ
g = 0.29 eV for TiNiPb up to EGGA

g = 1.20 eV for ZrCoAs and
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Figure 2.6: The band structures of selected systems, whereas with black and red,
GGA and MBJGGA parametrizations are marked, respectively.

EMBJ
g = 1.29 eV for ZrRhAs. In terms of the potential TE application at room tem-

perature, materials with relatively narrow band gaps are preferred (e.g., NbFeSb with

reported Eg = 0.51 eV [112]). However, in some cases, systems with even wider band

gaps reveal good TE performance (e.g., Eg of 0.81 eV for TaFeSb [6]).

In Figure 2.6 the band structures of the likely stable hH phases are depicted. The

expected underestimation of EGGA
g with respect to EMBJ

g is observed. Also, in some

cases, the modi�cations of VBM or CBM locations for di�erent XCF parametrizations

employed are visible. Despite the well-known fact that MBJGGA is dedicated to stud-

ies on semiconducting systems, the intermetallics discussed here are complex, and the

reasonable theoretical examination shall be based on at least two XCF parametrizations

considered. While it is an experimental investigation to �nally verify the theoretical

insights.

Among the materials studied here, the majority exhibit the semiconducting character

with visible dominance of the indirect transition type; only Rh-based arsenides exhibit

the Γ−Γ direct transition type (GGA parametrization). The similarity of band structures

obtained here to the band structures of well-known hH phases is observed (e.g., LuNiAs

and LuNiBi [3]; NbRuAs and NbFeSb [111, 112]). Some general trends in the shapes

and positions of VBM and CBM in phases with similar compositions may be observed,

e.g., for TiNiPb, TiPdPb, and TiPdGe. The speci�c shape of the conduction bands with

CBM located in between the X and Γ points is present in ScPdAs (GGA-derived results)

and LuNiAs (from GGA and MBJGGA). Additionally, the widening or narrowing of Eg
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is observed depending on the weight and radii of the ions. Namely, for NbRuAs and

NbRuBi (with relatively large volumes of unit cells due to the Bi ion), the narrowing of

Eg is revealed, whereas the widening of Eg is observed for TiPdPb and TiPdGe (GGA

and MBJGGA-derived results) according to the relatively light Z ions.

As the crucial factor for the description of the electronic structure of narrow band gap

hH phases, SOC is included [2]. For some systems, the e�ect of SOC is relatively weak

(hH arsenides), whereas for some phases (i.e., Ru-, Rh-, and Pd-bearing), it is clearly

noticeable as splitting in valence bands.

2.6 Topological Insulators

In Figure 2.7 the band structures of the systems that are considered candidates for

TI are depicted. A comprehensive analysis of the band inversion was not carried out.

However, due to: 1) the characteristic shape of the band structure in the vicinity of

CBM and VBM; 2) consequent GGA and MBJGGA-derived con�rmation of the zero

band gap; and 3) similar band structures analyzed in the past, the following systems

were proposed as the TI: MBJGGA-derived ScPtAs [113], HfIrAs [14, 114], HfIrBi [14],

YPdBi [115], and LuPtSb [116]. What is important here is the comparison of YPdBi

and YPdAs (MBJGGA-derived semiconductors) - opposite for the revealed MBJGGA-

derived electronic structure �ndings, the occurrence of the relatively heavier element

constituent (Bi vs. As) in the particular phase resulted in the closure of the band

gap. This �nding may be crucial for understanding the narrow boundary of the GGA's

applicability for semiconductors and TI. The TI vs. semiconducting classi�cation of the

mentioned phases di�ers for YPdBi and LuPdAs, whereas LuPdAs was recently reported

by Mafe et al. [117] as a semi-metallic phase with a zero band gap. The rest of the systems

listed here may also be MBJGGA-derived semi-metals. The investigation of non-trivial

TI behavior and its realization within the electronic structure requires further research.

The electronic structures of potential TIs reveal two types of band structures: HfIrBi-like

and YPdBi-like. The �rst one is characterized by a steep conduction band and a single

dominant local minumum at the Γ point. Whereas, the second type, YPdBi-like, reveals

a more complex conduction band region with a local minimum observed at the X point.

The position of valence bands in the �rst case is characterized by higher energies at the

L point, while for the second type, signi�cantly lower energies are presented at the same

point.

TIs were not the main subject of this study and no further analysis of their properties

was carried out. This issue and the listed systems require further research.
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2.7 Conclusions

This research stage provides a deep insight into the electronic structures of 34 stable (and

mainly not investigated yet in terms of the potential TE performance) and 15 likely stable

hH systems out of initial over 120 hH 18-electron semiconductors. The detailed analysis

of band structures obtained with GGA and MBJGGA parametrizations is performed

separately for stable and likely stable hH phases. Some characteristic features of the

electronic structures were discussed and compared with the literature data. The speci�c

shape of the band structure of HfCoAs in the vicinities of CBM is revealed and discussed.

Additionally, some candidates for TI were presented.

First of all, the correlations between the width of the band gap and selected features

(e.g., weight of the element constituent) were discussed in detail; in general, the inverse

relation between Eg and the atomic weights of X and Y (in this order) is observed, but

with some exceptions, taking di�erent XC functionals into consideration. Additionally,

the importance of SOC for heavy-ion systems is depicted.

Another signi�cant insight is concerned with the di�erences between MBJGGA- and

GGA-derived results, which were discussed in detail. For some systems (e.g., ScNiAs),

vivid modi�cations of the conduction bands are observed, whereas in di�erent cases, the

GGA- and MBJGGA-derived band structures are highly similar (e.g., TiPdGe). Such

�ndings ensure the requirement of providing at least two XC functional parametrizations

for theoretical analysis of hH phases.



Chapter 3

Thermoelectric Performance

3.1 Introduction

In this part of the research, 49 stable and likely stable hH phases were analyzed in terms

of TE performance. Among mentioned 49 hH phases, over 30 were not investigated yet at

all as candidates for TE materials. The list of all the systems neglected at this stage due

to the TE properties already reported or according to the non-zero EHD is presented

in Appendix A. Additionally, two Te-bearing hH systems (TiFeTe and ZrRuTe), not

included in the initial hH set (Chapter 2), were considered here [5].

After the implementation of the declared limitations (Chapter 1.2.1), two subsets were

revealed: 1) 34 stable (EHD = 0 eV), and 2) 15 likely stable (0 eV < EHD ≤ 0.1 eV)

hH phases. The electronic structures of these phases are carefully discussed in Chapter

2, whereas in this chapter the complex analysis of TE performance (i.e., PF and ZT for

GGA and MBJGGA parametrizations and for the p/n-type regimes) and crucial factors

to determine it (e.g., e�ective mass of the carriers) is performed.

The analysis of the TE performance was extended by the DP theory application for

the relaxation time calculations (Chapter 1.4.2) and the lattice thermal conductivity

calculations (following the methodology by Slack [118]). Thanks to the two models

applied, the two XC functional parametrizations, and the di�erent doping considered at

300 and 900 K, the �ndings presented in this part of the research shall be considered

highly realistic.

In this discourse, various chemical trends in transport and electronic properties were

analyzed. Some promising TE candidates are proposed here. Especially, considering only

stable hH phases, TaFeAs (PFGGA = 1.67 mW/K2m, ZTGGA = 0.024 for p-type regime

and PFGGA = 2.91 mW/K2m, ZTGGA = 0.025 for n-type regime) could be considered

41



3 - Thermoelectric Performance 42

as good TE materials, but also results of the TE performance for TaFeSb, VFeAs, and

TiRuAs shall encourage more extended studies on the hH phases named here. The

analysis of PF and ZT for likely stable phases favored NbRuAs (n-type regime and

GGA parametrization), VRuSb (n-type regime for both XC functionals considered), and

NbRuBi (n-type regime and GGA parametrization). What is worth noting here is the

fact that for some systems considered, GGA and MBJGGA parametrizations derived very

similar and relatively high PF values for the particular type of carriers, e.g., VRhGe and

TaRhGe for the n-type regime or LuNiAs and LuNiSb for the p-type regime.

The overall insights of this stage of the investigation were summarized in High-throughput

exploration of half-Heusler phases for thermoelectric applications [6], but also part of

Machine Learning-Based Predictions of Power Factor for Half-Heusler Phases [8] was

devoted to the TE performance of likely stable hH phases considered here.

3.2 Computational details

The comprehensive methodology of DFT calculations is described in the Computational

Details in Chapter 2. The elastic constants and equilibrium lattice parameters were pro-

vided with GGA parametrization. The calculations of the transport and thermoelectric

properties were performed following the Boltzmann equation with the use of BoltzTraP2

software [119]. The mesh of k-points for the transport calculations was set to 125 000

points in IBZ. The stability criteria applied to the systems considered are: 1) 18-valence

electrons; 2) Born criterion of mechanical stability for cubic systems; and 3) formation

energies OQMD-derived (analysis of the convex hull and hull distance EHD) (Chap-

ter 1.2.1). Only the phases with EHD ≤ 0.1 eV (cubic ground state crystal structures

expected) are considered in this part.

In order to provide the most realistic results, the DP theory was implemented; the

relaxation time formula resulting from the DP theory is given in Chapter 1.4.2. The

methodology of the constituent e�ective mass calculations is described in Appendix C.

The illustrative diagram of the whole investigation process is depicted in Figure 1.1.

3.2.1 Lattice thermal conductivity

In order to provide the ZT investigation, the lattice thermal conductivity κL for the

particular systems was required. As commonly realized in the literature method, Slack's

equation was implemented [118, 120, 121]. The calculations of κL in this approach are

fully based on the GGA-derived elastic constants of the equilibrium system: C11, C12, and
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Figure 3.1: Illustration of lattice thermal conductivity calculations following Slack's
methodology, where ξ(C11, C12) = (C11 +C12)C11 − 2C2

12. The parameters considered:
elastic constants C11, C12, C44 (GPa), bulk modulus B (GPa), Young's modulus Y
(GPa), average sound velocity va, Grüneisen parameter γ, density ρ (g/cm3), Debye
temperature ΘD (K), acoustic-mode Debye temperature Θa (K) and lattice thermal

conductivity κL (W/mK).)

C44. The Slack's equation for κL requires previous calculations of multiple intermediary

quantities: bulk modulus B (GPa), Young's modulus Y (GPa), average sound velocity

va, Grüneisen parameter γ, density ρ (g/cm3), Debye temperature ΘD (K), and acoustic-

mode Debye temperature Θa (K). The complete diagram of the calculation process is

depicted in Figure 3.1.

3.3 E�ective mass and relaxation time of carriers

The e�ective mass value is directly given by the curvature of bands in the vicinities of

VBM and CBM [122]:
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Figure 3.2: The relationship between e�ective mass and relaxation time with XC
fucnctional parametrization and type of carriers is marked out for the selected hH

phases.
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The �at structure bands de�ne the slowly changing energy function in the reciprocal

(here: IBZ FCC, LΓXU path) space. The high value of d2ϵ
dkidkj

, where i, j are denoted

to the di�erent directions, determines the low value of the e�ective mass. However,

the described situation is ideal, and multiple di�erent phenomena may take part in the

�nal thermoelectric performance, e.g., band structure resonance [123] or grain boundary

scattering [124].

The detailed methodology of e�ective mass calculations and accordance between the

results and literature data are presented in Appendix C.

It is commonly believed that heavy carriers result in good TE characteristics according

to the expected higher values of the Seebeck S coe�cient [125]. This approach infers that

the �at bands in the vicinities of VBM or CBM are favorable. However, this statement

was questioned by Pei et al. [126]; some examples of hH phases with low e�ective mass

(resulting from steep bands near VBM or CBM) were provided. Also, low-mass carriers

were reported for Sb-bearing promising TE candidates [2]. The light carriers, based on

the relaxation time DP-derived formula (Chapter 1.4.2), imply a long relaxation time,

which leads to the high PF and ZT values.

In order to provide time-relevant TE results, the relaxation time calculated from the

DP theory (Chapter 1.4.2) was considered. The relationship between e�ective mass and

relaxation time of carriers for the chosen narrow-gap hH phases [4] is presented in Figure

3.2. One shall notice that the presented relation between e�ective mass and relaxation

time is well employed for the GGA approach. For MBJGGA, however, the relation is
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disturbed, and some of the systems, especially those with low values of the e�ective

mass, present deviations from the expected trend. This fact may explain the further

discrepancy between the GGA and MBJGGA results.

Comp. mp
GGA mn

GGA mp
MBJ mn

MBJ τpGGA τnGGA τpMBJ τnMBJ

ScPdBi 0.34 4.80 0.19 0.31 21.5 0.3 46.3 21.5

HfNiSn 0.65 0.75 0.59 0.78 18.5 13.1 18.5 10.8

HfPdSn 0.68 0.60 0.77 0.63 11.2 11.6 8.4 10.0

ZrPdSn 0.52 0.82 0.51 0.96 13.9 6.3 13.2 4.7

NbRuSb 0.32 0.21 0.36 0.22 31.6 64.8 6.1 19.2

TiNiGe 1.37 1.20 1.23 1.05 5.6 5.9 5.9 6.5

VIrGe 0.61 0.54 0.46 0.38 14.0 18.1 20.6 32.6

VFeSb 0.65 0.24 0.49 0.41 14.2 61.5 2.8 2.5

NbFeAs 0.32 1.43 0.33 0.31 39.0 4.2 4.4 6.0

NbIrGe 0.82 0.38 0.82 0.36 8.6 29.3 8.0 30.3

ZrPtPb 0.48 0.19 0.47 0.37 14.8 53.4 14.0 18.0

NbIrSn 0.81 0.39 0.81 0.37 7.8 23.5 7.4 24.1

HfIrSb 0.92 0.59 0.24 1.54 9.7 6.1 64.1 1.3

TiCoBi 0.54 0.56 0.54 1.13 14.2 11.8 13.3 3.8

TaRuAs 0.36 0.23 0.44 0.24 33.7 28.6 23.3 68.9

TiPtSn 0.53 0.53 0.65 0.77 13.0 11.6 9.1 6.0

TiRhBi 0.39 0.58 0.55 1.18 18.5 9.1 10.3 2.8

VFeAs 0.39 0.33 0.39 0.36 30.6 39.6 27.1 35.6

TaFeSb 0.38 0.33 0.39 0.40 45.3 51.4 48.6 37.3

TiPtGe 0.44 0.42 0.48 0.47 19.6 19.0 16.0 15.2

HfCoBi 0.54 0.59 0.58 0.40 18.8 13.8 15.2 22.3

TiRhAs 0.32 0.41 0.32 0.42 31.6 20.2 29.8 19.4

TiIrSb 0.35 0.28 0.36 0.27 32.4 41.7 28.8 42.4

TaFeAs 0.34 0.29 0.35 3.01 52.5 65.9 45.6 1.9

VCoGe 0.79 0.46 0.82 0.49 11.0 22.5 9.3 20.1

HfPtGe 0.56 0.44 0.25 1.36 17.6 8.4 53.0 3.4

TaCoSn 0.70 0.44 1.32 0.65 15.7 27.4 5.6 14.0

ZrPtGe 0.47 9.06 0.47 3.83 19.8 0.2 18.3 0.6

NbCoGe 0.58 0.34 0.6 0.35 17.2 33.6 14.0 30.1

TiFeTe 0.56 0.38 0.57 0.5 12.6 20.2 1.8 1.6

TaCoGe 0.69 0.45 0.78 0.46 20.0 32.2 14.2 26.7

TiCoAs 0.70 1.70 0.83 1.57 14.0 2.9 10.3 3.0

ZrRuTe 0.51 0.34 0.24 0.28 11.0 9.8 37.6 29.1

HfCoAs 1.67 1.1 2.84 3.03 4.3 6.6 2.1 1.4
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Table 3.1: A juxtaposition of e�ective mass mregime
XCF (me) and relaxation time τ regime

XCF

(fs), whereas: XCF = GGA., MBJ (MBJGGA); regime = p-, n-type, calculated for the
hH phases considered.

3.3.1 Stable hH phases

In Table 3.1, the values of e�ective mass and relaxation time for 34 stable hH phases

are revealed. Contrary to the band structures presented (Figure 2.1), the order of hH

systems presented in Table 3.1 is determined by increasing EMBJ .

The e�ective mass of carriers mregime
XCF and their relaxation time τ regime

XCF were considered

for p and n-type carriers and for two XC functionals. As a result, for each compound,

there were four combinations (p/n-type regime and GGA, MBJGGA parametrizations),

not only for e�ective mass but also relaxation time, and for PF and ZT.

For some systems, the values of the e�ective mass di�er signi�cantly; this fact promotes

the particular regime of the carriers. Similar e�ective mass values for p-type carriers

were obtained for similar hH systems in the past, e.g., mp
GGA = 0.26 me for ScPtSb [1],

mp
MBJ for LuPdSb [2], mp

MBJ = 0.22 me for LuNiBi [3], m
p
MBJ = 0.34 me for ZrOsTe

[5]. Also, the experimental value of e�ective mass for NbFeSb was reported by Shen et

al. to be 1.65 me, which falls within the range proposed by both GGA and MBJGGA

parametrizations [127]. The signi�cant variations between p and n-type e�ective mass

regimes were revealed for TiCoAs and ZrPtGe. The analog situation may be the result

of the di�erent XC functionals applied and could be justi�ed by the local shape of the

band structure in the nearest vicinity of VBM or CBM.

The average values of e�ective mass were 0.60 and 0.62 me for the GGA and MBJGGA

approaches, respectively. The di�erence among the whole subset depending on the XC

functional used is not signi�cant, however, the range provided by the MBJGGA approach

is twice as big as the one realized with GGA. Therefore, only based on the e�ective mass,

one may consider if MBJGGA will provide more variability and deviate from the average

PF and ZT results compared to GGA. The complex discussion on TE performance will

be realized in the �nal part of this chapter.

The values of e�ective mass mp
GGA and mp

MBJ range from 0.32 me (NbRuSb) to 1.67 me

(HfCoAs) and from 0.19 me (ScPdBi) to 2.84 me (HfCoAs), respectively. The average

values of mp
GGA and mp

MBJ are equal 0.60 me and 0.62 me, respectively. In comparison,

the value of mp of NbFeSb was reported to be equal 1.65 me by Naydenov et al. [128].

The values of e�ective mass mn
GGA and mn

MBJ range from 0.19 me (ZrPtPb) to 9.06 me

(ZrPtGe) and from 0.22 me (NbRuSb) to 3.83 me (ZrPtGe), respectively. The average
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values of mn
GGA and mn

MBJ are equal 0.92 and 0.85 me, respectively. In comparison,

the value of mn of NbFeSb was reported to be 0.52 me by Shen et.al [127] and 0.35 by

Naydenov et al. [128].

ZrPdSn, HfPdSn, and HfNiSn have electronic structures that are ScNiSb-like [1]. mp
GGA

and mp
MBJ for ScNiSb were reported to be 0.36 me. For ZrPdSn the e�ective mass

for di�erent regimes and XC functional considered are as follows: mp
GGA = 0.52 me

and mp
MBJ = 0.51 me, while for HfPdSn, mp

GGA = 0.68 me and mp
MBJ = 0.77 me.

E�ective masses of p-type carriers for HfNiSn are 0.65 and 0.59 me for the GGA and

MBJ approaches, respectively. The results obtained for hH systems with similar band

structures to ScNiSb provided higher mp, while for ZrPdSn, the discrepancy between

GGA and MBJ-derived results was the smallest.

The hH phases exhibiting the ScPtSb direct transition type were very few among the

subsets considered. Only ScPdBi (EGGA = 0.07 eV), ZrRuTe (EGGA = 0.93 eV, EMBJ

= 1.25 eV), HfPtGe (EGGA = 0.93 eV, EMBJ = 1.02 eV), and HfIrSb (EGGA = 0.66 eV,

EMBJ = 0.75 eV) were shown to represent the Γ − Γ direct band gaps. The e�ective

mass of ScPtSb was reported to be mp
GGA = 0.26 me and m

p
MBJ = 0.27 me [1], whereas

the e�ective mass of ScPdBi, ZrRuTe, HfPtGe, and HfIrSb ranged between 0.34 and 0.92

me (GGA) and between 0.19 and 0.25 me (MBJ).

In some cases, the e�ective mass values obtained are unexpectedly high, e.g., ZrPtGe

(mn
GGA = 9.06 me and mn

MBJ = 3.83 me). The reason for the high e�ective mass may

be connected with the local electronic structure of the usual type, as in the HfCoAs case

(Figure 2.4).

The relaxation time of carriers varies signi�cantly. In the p-type regime, τpGGA ranges

from 4.3 fs (HfCoAs) up to 52.5 fs (TaFeAs), whereas τpMBJ ranges from 1.8 fs (TiFeTe) up

to 64.1 fs (HfIrSb). The mean values of τpGGA and τpMBJ are 19.5 and 19.2 fs, respectively.

In comparison, the relaxation time of hole-like carriers reported for NbFeSb by Naydenov

et al. was 26.23 fs [128]. In the n-type regime, τnGGA ranges from 0.20 fs (ZrPtGe) up

to 65.9 fs (TaFeAs), whereas τnMBJ ranges from 0.6 fs (ZrPtGe) up to 68.9 fs (TaRuAs).

The mean values of τnGGA and τnMBJ are 22.8 and 16.9 fs, respectively. In comparison,

the relaxation time of electrons reported for NbFeSb by Naydenov et al. was 247.54 fs.

Such a di�erence may be due to the strongly di�ering deformation potential obtained

here (discussed below).

The obtained values of the relaxation time are, in general, in good accordance with

exceptions according to the values of the respective e�ective masses of carriers. One

shall note that the e�ective mass is only one of the factors to determine τ . The impact
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of the elastic constant and DP are crucial and may infer unexpected (due to the e�ective

mass by itself) values of relaxation time (e.g., HfIrSb).

3.3.2 Likely stable hH phases

The values of e�ective mass and relaxation time for 15 likely stable hH phases are gath-

ered in Table 3.2 [8]. Values of e�ective mass range from 0.11 me for NbRuAs (n-type

regime and GGA parametrization) up to 4.23 me (n-type regime and MBJ parametriza-

tion), while the shortest and longest relaxation times (0.5 fs and 168 fs) were calculated

for ScPdAs (n-type regime and MBJ parametrization) and LuNiAs (p-type regime and

GGA parametrization), respectively.

Comp. mp
GGA mn

GGA mp
MBJ mn

MBJ τpGGA τnGGA τpMBJ τnMBJ

TiPdPb 0.65 0.70 0.66 0.64 7.7 6.5 6.9 6.9

TiPdGe 0.61 0.57 0.61 0.57 11.3 10.6 10.2 9.9

VRhGe 1.20 0.21 1.10 0.24 4.6 63.3 4.8 51.0

ZrCoAs 1.02 3.49 1.05 3.31 7.4 1.0 6.6 1.0

ZrRhAs 0.36 0.98 0.30 1.70 28.2 2.4 34.9 2.2

HfPdGe 0.40 0.61 0.31 0.61 27.6 12.5 35.5 11.3

HfRhAs 0.43 0.29 0.28 0.32 26.4 20.1 45.6 14.0

TaRhGe 0.79 0.14 0.83 0.15 11.9 154.9 11.9 129.2

VRuSb 0.53 0.19 0.52 0.23 14.9 73.6 14.4 57.0

ZrNiGe 0.83 0.71 0.60 0.74 13.3 14.0 19.5 11.9

ScPdAs 0.35 3.17 0.20 4.23 26.5 0.9 55.9 0.5

NbRuAs 0.36 0.11 0.37 0.12 24.7 165.9 15.9 67.8

TiNiPb 0.66 0.42 0.67 0.41 11.2 21.3 9.9 20.1

NbRuBi 0.42 0.13 0.52 0.16 16.8 98.5 10.3 10.8

LuNiAs 0.20 4.03 0.18 3.06 168.0 1.6 159.0 2.3

Table 3.2: A juxtaposition of e�ective mass mregime
XCF (me) and relaxation time τ regime

XCF

(fs), whereas: XCF = GGA., MBJ; regime = p-, n-type, calculated for the hH phases
considered.

One shall perceive a visible disproportion between the e�ective mass of p- and n-type

carriers; extremely light carriers, i.e., below 0.16me, were reported for NbRuAs, NbRuBi,

and TaRhGe (for GGA and MBJ parametrizations). Such a case may favor hole-like or

electron carriers due to the relatively longer relaxation time, e.g., in NbRuAs, VRuSb,

TaRhGe, and LuNiAs. The high values of τ are, as expected, obtained for the carriers of

the lowest mass, which is consistent with theory (1.4.2) and may be due to the relatively

low values of DF combined with the greater elastic constant C11. Finaly, even higher
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Figure 3.3: A comparison of the band structures of ZrPtGe and ScPdBi with close-
ups of the vicinities of the CBM.

values of the relaxation time are reported in the literature for hH phases, e.g., for NbFeSb

(τn = 247.54 fs) [128].

3.4 Deformation potential

In the literature, it is common to perform TE analysis with constant relaxation time as a

function of the temperature [129]. However, this approach underestimates the fact that

relaxation time is temperature-dependent (Chapter 1.4.2). In order to provide the most

reasonable and close-to-fact state calculations, the DP theory was implemented for the

relaxation time calculations. This methodology is commonly employed in the literature

[130�132].

The values of relaxation time τ are presented in Table 3.1. What is worth mentioning is

the fact that τ is dominated by the elastic constant and the DP value, which results in

general in good accordance between relaxation time for GGA and MBJ parametrizations.

However, at the same time, it may be strongly a�ected by the GGA parametrization due

to the GGA-derived elastic constants.

For each hH system, the four combinations of p/n-type regimes and two XC functionals

were calculated. The values of τ provided in this research ranged from 0.2 to 68.9 fs,

whereas the literature reports for similar systems indicate the example values of 71.4 fs

(ScPtSb), 12.1 fs (ScNiSb) [1] or 91.7 fs (LuPdSb), 33.7 fs (YNiSb) [2] or 10.3 fs (ScNiBi)

and 43.6 fs (LuNiBi) [3] for various XC functionals applied.

The shapes of the vicinity of CBM for ZrPtGe and ScPdBi shall be discussed separately

due to the very high e�ective mass of n-type carriers. In Figure 3.3, the electronic

structures of ZrPtGe and ScPdBi are shown with a close view of the CBM attached. For

ZrPtGe, one would perceive the translation of the minimums of the conduction bands at

the X point: one of the bands is located strictly at the X point, while another is shifted
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toward the right. This situation occurs for GGA and MBJ parametrizations, a�ecting

the results and the e�ective mass calculations of both approaches.

In the ScPdBi case, band structures derived from GGA and MBJ vary signi�cantly. The

existence of double and shifted local minimum in the conductions bands occurs only for

the MBJ approach, while GGA parametrization revealed a tip conduction spike at the Γ

point, resulting in the change of the transition type. One shall perceive the speci�c shape

of CBMs for ZrPtGe and ScPdBi and keep this in mind during the further investigation

process.

In order to provide the complex analysis of deformation potential (DP or Eβ in the

particular β direction) for the mentioned hH systems, �rstly the comparison of the DP

calculations for already known systems was realized. The n-type carriers analysis is

provided below. For LuNiSb and LuPdSb, EGGA
β was calculated to be equal 23.1 and 25.5

eV, respectively, while for YNiSb and YPdSb, it is equal 23.3 and 26.1 eV, respectively.

The methodology of the DP investigation in VBM applied to the electronic structure

obtained with the particular XC functional parametrization was the same in both cases.

The justi�cation of the di�erence between the impact of mechanical deformation on the

electronic structure may be due to the speci�c software performance.

However, this kind of deviation is indispensable, especially due to the strong correlation

between Eβ and τ . Probably, the reason for the undervaluation of the VASP-derived

results compared with the previous Wien2k-derived results for the particular systems is

due to the di�erent behavior of the DFT software used when analyzing the hH system

with a deformed lattice parameter. This trend of undervaluation of Eβ is also realized

for di�erent systems: ScNiSb (EGGA
β = 31.7 eV, EMBJ

β = 37.2 eV Wien2k-derived and

EGGA
β = 25.59 eV, EMBJ

β = 27.18 eV VASP-derived) and ScPdSb (EGGA
β = 30.4 eV,

EMBJ
β = 32.80 eV Wien2k-derived and EGGA

β = 29.0 eV, EMBJ
β = 30.54 eV VASP-

derived) [1]; ScNiBi (ELDA
β = 39.7 eV, EMBJLDA

β = 42.7 eV Wien2k-derived and EGGA
β

= 29.05 eV, EMBJ
β = 31.18 eV VASP-derived), YNiBi (ELDA

β = 36.8 eV, EMBJLDA
β =

39.7 eV Wien2k-derived and EGGA
β = 25.01 eV, EMBJ

β = 26.96 eV VASP-derived), and

LuNiBi (ELDA
β = 36.7 eV, EMBJLDA

β = 39.9 eV Wien2k-derived and EGGA
β = 24.15 eV,

EMBJ
β = 26.92 eV VASP-derived) [3]. One shall perceive that observed underestimation

of Eβ is realized also for LDA and MBJLDA parametrizations, not only GGA and MBJ

(MBJGGA) considered.

In Figure 3.4, the relation between DP for CBM and VBM, with XC functionals and

values of the band gaps revealed by colors and size of markers, is presented. First of all,

one shall visually perceive the smaller di�erences for GGA-derived results for not-narrow

band gap hH systems. The same observation may not be provided for the MBJ approach.
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Figure 3.4: A comparison of the deformation potentials of the selected hH phases of
p- and n-type carriers with XC functional mared with color and the Eg denoted to the

size of the marker.

The investigation of DP resulted also in some remarkably high values of MBJ-derived

deformation potential EMBJ
β for VBM and CBM, respectively, for three of the 34 hH

systems investigated here (not shown here), i.e., NbFeAs (113.89 and 102.74 eV), TiFeTe

(101.86 and 119.86 eV), and VFeSb (101.00 and 121.66 eV). Provided EMBJ
β are also

signi�cantly larger than the respective EMBJ
β for the similar phases (e.g., HfCoAs: 31.11

and 36.20 eV for VBM and CBM, respectively). Finally, the GGA-derived deformation

potentials for the listed systems are clearly smaller than their respective EMBJ
β , i.e.,

NbFeAs (39.31 and 39.20 eV), TiFeTe (39.29 and 41.40 eV), and VFeSb (36.17 and 36.70

eV for VBM and CBM, respectively). This �nding may be considered as a limitation

of the MBJ functional application for non-equilibrium calculations. The consequence of

remarkably high EMBJ
β may result in a signi�cant overestimation of the TE performance

due to the extraordinarily long τMBJ of the carriers, which must be kept in mind during

TE performance analysis.

3.5 Lattice thermal conductivity

In order to provide an investigation of the ZT of the system, a thermal lattice conductivity

κL analysis must be performed. To obtain the high ZT characterizing good TE materials,

κL values shall be possibly small (Chapter 1.4). What must be noticed here, is the fact

that the modeling of κL was done following the Slack's methodology [118], which is,

despite its limitations, widely applicable for similar phases.

Comp. a C12 Volume κL

ScPdBi 6.525 65.93 69.45 72.20

HfNiSn 6.111 73.72 57.05 113.52

HfPdSn 6.360 93.09 64.31 99.54



3 - Thermoelectric Performance 52

ZrPdSn 6.396 86.55 65.41 91.21

NbRuSb 6.187 125.22 59.21 76.27

TiNiGe 5.668 95.40 45.52 61.53

VIrGe 5.818 169.88 49.23 38.92

VFeSb 5.788 98.83 48.48 45.43

NbFeAs 5.689 115.02 46.03 63.29

NbIrGe 6.010 156.94 54.27 62.45

ZrPtPb 6.508 90.27 68.91 95.69

NbIrSn 6.230 132.14 60.45 76.60

HfIrSb 6.333 112.19 63.50 112.06

TiCoBi 6.033 75.00 54.90 58.22

TaRuAs 5.972 158.49 53.25 52.81

TiPtSn 6.231 108.25 60.48 65.36

TiRhBi 6.280 93.95 61.92 50.51

VFeAs 5.496 126.62 41.50 44.79

TaFeSb 5.960 98.45 52.93 97.50

TiPtGe 5.991 126.35 53.76 51.50

HfCoBi 6.188 65.63 59.24 102.54

TiRhAs 5.889 128.96 51.06 43.12

TiIrSb 6.165 119.58 58.58 73.10

TaFeAs 5.692 128.43 46.10 69.27

VCoGe 5.512 121.07 41.87 47.04

HfPtGe 6.171 124.52 58.75 72.45

TaCoSn 5.962 96.36 52.98 88.66

ZrPtGe 6.200 119.11 59.58 66.56

NbCoGe 5.698 116.33 46.25 69.23

TiFeTe 5.864 67.43 50.41 60.65

TaCoGe 5.715 125.23 46.74 79.43

TiCoAs 5.605 104.92 44.02 57.09

ZrRuTe 6.298 82.02 62.45 86.20

HfCoAs 5.783 99.48 48.35 76.60

Table 3.3: Selected parameters of the considered 34 hH phases: equilibrium lattice
parameter a (Å), elastic constants C12 (GPa), unit cell volumes (Å3), and values of the

lattice thermal conductivity κL (W/mK).

In Table 3.3, the properties connected with Slack methodology are gathered for 34 hH

stable phases: lattice parameter a (Å), elastic constant C12 (GPa), the unit cell volume

of the particular system (Å3), and lattice thermal conductivity κL (W/mK). The process
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Figure 3.5: The relationship between lattice thermal conductivity κL (W/mK) and
lattice parameter a (Å) with elastic constant C12 (GPa) marked with di�erent hue and

the volume of the unit cell V (Å3) presented as the di�erent size of the marker.

of calculation of κL is depicted in Figure 3.1. Also, the visualization of Table 3.3 is shown

in Figure 3.5.

There is a clear interplay between the cubic lattice parameter and lattice thermal conduc-

tivity. Systems with the smallest a are characterized by the lower κL values; however, the

criterion of the lattice parameter of cell volume is not enough to unequivocally determine

systems with the lowest κL.

One shall perceive the general trend of increasing C12 with an increase in the lattice

parameter and, therefore, cell volume. One may disclose the delicate tendency of systems

with the biggest C12 values to exhibit relatively low κL. Another relationship between

κL and the rest of the properties of the systems is not so obvious.

The possible trends between mass of the particular constituent elements and κL were

investigated, but no pronounced dependencies were revealed. For some of the hH systems,

the high sum of the element constituent leads to a low κL (e.g., HfPdSn, HfNiSn), whereas

for others the observed tendency is opposite (e.g., HfCoBi, HfCoAs). The only general

trends to be considered here are: 1) the decrease of κL for heavy Y ions; 2) the increase

of κL for heavy X and Z ions.

3.6 Thermoelectric performance

There is a commonly held belief that the higher e�ective mass of the carriers results in a

higher Seebeck coe�cient and, therefore, better TE performance [125]. However, Pei et

al. [126] provided an example of the contrary phenomenon, when the lower e�ective mass

resulted in the higher TE performance. Similarly to Pei, it was shown that among the

ScMSb systems (M = Ni, Pd, Pt), the lighter the carriers (p-type regime), the higher
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relaxation time-relevant PF [1]. It is a high relaxation time to determine the good TE

performance, while the τ calculations are more complex than e�ective mass by itself and

include more parameters (e.g., deformation potential).

An example may be the group of selected previously investigated hH systems (LuNiSb,

LuPdSb, YNiSb, LuPdSb [2]), whereas the system with the relatively heaviest carriers

(YNiSb and itsm = 0.27me both for GGA and MBJ parametrizations) was characterized

by having one of the lowest PF in the range 200�1200 K among the similar systems with

lighter carriers. Taking into consideration the relaxation time, it was LuNiSb with the

longest GGA-derived relaxation time (τGGA = 76.4 fs) to provide the best PF of 9

mW/K2m at room temperature. However, LuPdSb with even higher MBJ-derived τ

revealed much lower PF (especially at room temperature) than LuNiSb, but still - higher

than all remaining PF results at high temperatures. Therefore, one shall understand

that, despite the provided clear formulas and de�nitions, there is no one strict tendency

or standard procedure for obtaining the best TE performance of the phase with particular

parameters. Keeping in mind the above insight, the �nal analysis of the TE performance

is realized below.

3.6.1 Stable hH phases

In Figures 3.6 and 3.7, the comparison of the highest PF and ZT (for the particular

concentration of carriers) at 300 and 900 K is revealed. With black and red color, the

GGA and MBJ parametrizations are marked, whereas with full dots, the results for the

electrons are marked, and with circles, for holes. In the bottom parts of the graphs,

the considered values of the carrier concentration cc for the particular system, the XC

functional, and the regime type are revealed. The disclosed values of the cc are chosen

to maximize the PF or ZT at the considered temperature, whereas the considered range

of cc is determined by the reasonable experimental values for the similar phases [133]

and is found and applicable in the experimental data concerned about hH phases [134].

The PF and ZT values revealed here are within the expected range of the average TE hH

phases. One may consider the proportional relation between PF and ZT for the particular

phase, which has a slightly di�erent PF distribution compared to the distribution of ZT.
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Figure 3.6: A comparison of the distributions of PF at (a) 300 K and (b) 900 K for the considered 34 hH phases. The XC functional parametrizations
are denoted with black (GGA) and red (MBJ), whereas the carrier types are denoted with the shapes of the markers (full dots for n-type carriers
and circles for p-type carriers). In the bottom part of the graph, the respective values of the carrier concentration (of the particular regime and

corresponding XC functional applied) are marked.
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Figure 3.7: A comparison of the distributions of ZT at (a) 300 K and (b) 900 K for the considered 34 hH phases. The XC functional parametrizations
are denoted with black (GGA) and red (MBJ), whereas the carrier types are denoted with the shapes of the markers (full dots for n-type carriers
and circles for p-type carriers). In the bottom part of the graph, the respective values of the carrier concentration (of the particular regime and

corresponding XC functional applied) are marked.
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The highest PF and ZT values were obtained for TaFeAs, TaFeSb, VFeAs, and for

TiRhAs (due to the relatively low κL). Also, an implication similar to one observed in

the TiRhAs case may be observed for VIrGe (MBJ approach).

Among the phases considered here, HfNiSn occurred to be investigated by Downie et al.

in the past [135], revealing the perfect accordance between experimental PF at 330 K

for n-type carriers and disclosed here MBJ-derived PF. Also, the possible enhancement

of TE performance shall be considered at least in the HfNiSn case, especially due to the

observed discrepancy between our predictions and the very high experiment-derived ZT

for various HfNiSn-based materials (above 800 K). What is worth recalling here is the

reported negligible ZT for HfNiSn at room temperature [136]. Also, for TaFeSb, the next

most valuable high-temperature TE material after HfNiSn, a good alignment is revealed

between the reported PF [105] and value provided here.

As another valuable candidate for good TE performance, TaCoSn should be considered.

Indeed, the ZT at 300 K for n-type carriers is con�rmed by the experiment to be low

[137]; however, the p-type regime for this system provides more promising possibilities

of good TE performance.

The rest of the systems were poorly investigated in terms of TE potential applications.

For example, for ScPdBi, the available experimental reports are focused on electrical

transport [138]. Also, HfPdSn and ZrPdSn were investigated in a di�erent �eld than the

TE applications; in the theoretical studies, the electronic structure was analyzed [139]

and the full-Heusler counterparts of the particular hH phases were considered in ML

models [55].

The overall good accordance between reported PF values and the presented here results

of the calculations proves the methodology used (the DFT-based approach combined with

the DP theory, the Slack-derived κL, and transport modeling applied) to be reasonable

for the discussed subject and phases considered.

As was already pointed out, no signi�cantly better hH phases were proposed; however,

one shall undoubtedly perceive some useful hints on the further analysis and synthesis

of the particular phases. First of all, there is no unequivocal tendency of GGA or MBJ

to provide consequently lower or higher PF or ZT values. Therefore, the need for two

XC functional considerations in the theoretical examination is justi�ed.

What also shall be considered is the possibility of the experimental enhancement of the

TE performance of the particular hH phase. Many physical phenomena are not included

in theoretical investigations, e.g., it was already reported for VFeSb that in some cases,

the modi�cations to the microstructure of a crystal may induce a strong increase in ZT

due to the signi�cant decrease in thermal conductivity [140].
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Another important insight will be the analysis of the preferred type of regime. For PF

at 300 and 900 K, but also for ZT at 900 K, it is p-type carriers that provided the

highest PF and ZT results (excluding GGA-derived PF for TaFeAs at 300 and 900 K).

The realization of the highest PF or ZT values at 300 and 900 K for TaFeSb, TaFeAs,

VFeAs, and TiRhAs is in good accordance with expectations made based on the band

structures of the mentioned systems. For the valence bands, one shall perceive the steep

bands in the vicinities of VBM, which may be a useful hint at the low e�ective mass of

the carriers and, therefore, the long relaxation time that induces the high PF and ZT.

However, the matter of PF and ZT is far more complex, and the general induction of

better TE performance for systems with heavy carriers is not unquestionably true [126].

The analysis of the e�ective mass, therefore the steepness of the bands in the vicinities

of VBM and CBM, revealed few signi�cant insights. First of all, for TaFeAs, the heavier

carriers did not result in greater PF or ZT values; the tendency observed is opposite.

For the n-type carriers with GGA-derived analysis, both PF and ZT revealed were the

highest for this system. A similar situation is observed for the MBJ approach. This

tendency is consistent with the statement postulated by Pei et al. that the belief in the

better TE performance of the heavy-carrier systems (due to the higher expected Seebeck

coe�cient) is not a universal axiom.

On the contrary, for TaFeSb for the GGA approach, the p-type regime characterized by

the greater e�ective mass of carriers revealed signi�cantly higher PF and ZT. However,

for MBJ-derived results and almost the same e�ective mass of the electrons and holes,

the PF revealed varies signi�cantly. The aspect of the e�ective mass is without doubt

crucial for the analysis of TE performance; however, it is not the only determinant, and

the �nal PF or ZT may strongly di�er depending on the various factors.

Similarly, for GGA-derived results for VFeAs, the higher PF and ZT were obtained for

heavier p-type carriers. However, for the MBJ approach, the situation is opposite, and

the lighter n-type carriers resulted in higher PF and ZT, as it is in the TaFeAs case.

Also for TiRhAs, the revealed tendency of GGA-derived PF and ZT is opposite to PF

and ZT calculated with the MBJ approach. For GGA-derived calculations, the p-type

regime characterized by the lighter carriers is connected to the higher PF and ZT, while

for MBJ-derived results, better PF and ZT are obtained for heavier n-type carriers.

The analysis of DP-derived relaxation time also did not reveal an undeniable relationship

between τ and PF or ZT. It is expected, due to the PF formula, that the longer the

relaxation time of the carriers, the higher the PF and, consequently, also the ZT. Such

a tendency is in fact observed for TaFeAs both for GGA- and MBJ-derived results; the

longest relaxation time (GGA approach) of n-type carriers resulted in the highest PF

and ZT considered here for this system. However, for VFeAs, the n-type regime with



3 - Thermoelectric Performance 59

the longest relaxation time is characterized by the lowest PF and ZT compared to the

MBJ-derived results and hole-like carriers. Also, for TaFeSb, it is not the p-type MBJ-

derived system with the longest relaxation time to be connected to the highest PF and

ZT obtained for this phase. Just like TiRhAs, it is the system with the shortest relaxation

time that revealed the best TE performance.

In the comparison of the PF and ZT results at 300 and 900 K, �rst of all, one shall

perceive that the increase in temperature does not unequivocally lead to the enhancement

of thermoelectric performance, neither for PF nor for ZT. In general, the range of PF and

ZT at higher temperatures results in a narrower PF and ZT range. Also, the di�erence

among the carrier concentration distributions for both PF and ZT considered at higher

temperatures is visible.

PF and ZT were revealed at 900 K compared to 300 K, e.g., TaFeAs (ZT up to 0.025

at 300 K vs. ZT up to 0.020 at 900 K), ScPdBi (possible ZT greater than 0.010 at 300

K and smaller than 0.010 at 900 K), and ZrRuTe (PF equals 1.5 mW/K2m at 300 K

and PF < 1.4 mW/K2m at 900 K). Such a phenomenon is consistent with the relaxation

time formula, in which the τ is inversely dependent on the temperature (Chapter 1.4.2),

whereas the smaller the relaxation time, the smaller PF and ZT. The modi�cation of

the other temperature-relevant factors may not fully balance the decrease due to the

shorter relaxation time at higher temperatures. However, for some systems, the higher

temperature leads to comparable thermoelectric performance, e.g., TaRuAs (for p/n-type

regimes and for both XC functionals considered).

Comp. PFGGA PFMBJ ZTGGA ZTMBJ

TaFeAs 1.67p, 2.01n 1.48p, 1.17n 0.024p, 0.025n 0.021p, 0.015n

TaFeSb 1.49p, 1.15n 1.63p, 1.06n 0.015p, 0.011n 0.017p, 0.010n

VFeAs 1.10p, 0.95n 0.98p, 1.25n 0.024p, 0.017n 0.021p, 0.025n

TiRhAs 0.95p, 0.69n 0.80p, 0.96n 0.018p, 0.014n 0.014p, 0.021n

Table 3.4: hH systems with the best predicted thermoelectric performance revealed,
based on the PF (mW/K2m) and ZT at room temperature. With indexes regime=p,n, the
corresponding type of the carriers is denoted, whereas the XC functional parametriza-

tion used is marked in the lower index (PF, ZT and GGA,MBJ).

In Table 3.4, the summary of the favorable hH systems with the best thermoelectric

performance calculated at 300 K is presented. As was already presented in Figures

3.6 and 3.7, most of the systems are characterized by relatively low PF values (i.e.,

below 0.5 mW/K2m) for both regimes considered. One shall note the possibility of the

poor (compared to the explicit calculations) Slack modeled κL. Notwithstanding, the

PF calculated here reveals very good TE candidates (Table 3.3). Four out of the 34
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hH systems presented in this table were disclosed as the most promising phases for TE

performance at 300 K, taking into consideration the employed doping (p/n-type regimes)

and two XC functionals applied. The �ndings presented are in fact lower than TE

performance for the best hH systems known [112, 127, 152]. However, such a summary

of the whole research process shall clearly encourage the investigation and synthesis

of Fe-, and As-bearing hH phases. In particular, TaFeSb could be interesting due to

its NbFeSb-like electronic structure, possible synthesis and promising TE performance

[128]. Also, the dominant nature of the Fe-based hH systems among the phases with

the highest PF or ZT disclosed here will encourage further investigation of Fe-bearing

alloys. It is already well known that NbFeSb and its stunning thermoelectric performance

[112, 127, 152] are examples of good Fe-based TE material. However, one shall keep in

mind that NbFeSb exhibits ZT and PF, respectively, of 0.4 and 3.3 mW/K2m at 300 K

[161]. The presence of As or heavy, metallic elements shall not discredit the system as

the TE candidate.

On the other hand, the MBJ-derived TE performance for the discussed systems may be

biased by the extraordinary long relaxation time of the carriers. An example of such a

situation shall be considered in the ZrRuTe case, where the GGA-derived TE performance

is signi�cantly smaller than the corresponding results obtained for MBJ parametrization.

However, the careful examination of the electronic structures of ZrRuTe for GGA and

MBJ approaches discloses a minute change in Eg with similar shapes of VBM and CBM

conserved.

What is also important in the discussion with the previously applied methodology of

limiting the considered potentially valuable systems due to the narrow band gap is that

all of the presented four hH systems exibit Eg > 0.35 eV. The narrowest EGGA
g is revealed

for VFeAs, whereas the rest of systems (and VFeAs with MBJ parametrization) exhibit

Eg > 0.70 eV. This observation shall encourage the investigation of hH systems with

band gaps wider than suggested by, e.g., the '10 kBT rule' [109]. Especially due to the

fact that among the hH phases considered here, TaFeAs (EGGA
g = 0.88 eV and EMBJ

g =

0.98 eV) is the most promising TE candidate.

In the end, it is worth recalling that for some hH systems considered here (e.g., LaPtSb),

the band structures may suggest the desired good TE performance shapes of VBM and

CBM (due to the light carriers involved). Indeed, the role of the �attening of the con-

duction bands in Γ − X − L direction (without the �attening of CBM) may be the

reason for the best TaFeAs TE performance for n-type carriers, due to the high Seebeck

coe�cient and light carriers. Such features were revealed for Fe-based arsenides, both

for p and n-type carriers. In general, Fe-based hH systems are expected to exhibit good

TE performance for hole-like carriers due to the relatively high τ .
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3.6.2 Likely stable hH phases

In order to provide a su�cient feature space for ML modeling of PF (Chapter 5), the

investigation of the TE performance of �fteen likely stable hH phases was performed.

Some of those systems were already reported in terms of their potential TE applications.

Based on the properties gathered in Table 3.2 (e.g., long relaxation time for LuNiAs) and

taking into consideration the band structures in Figure 2.6 (e.g., possible high Seebeck

coe�cient for p-type regime due to the presence of additional valence bands below VBM

for As- and Ge-bearing phases), some favorable hH compounds are revealed. In case of

the degeneracy of the valence bands in the vicinity of VBM, VRhGe and TaRhGe shall

be considered (VBM at L and Γ points, respectively).

The distributions of PF and ZT at room temperature for �fteen likely stable hH phases

are presented in Figure 3.8 (a) and (b), respectively. With black and red color, the results

obtained with GGA and MBJ parametrizations are marked, whereas with dot or circle,

the type of carrier is revealed (hole-like carriers: circle; electrons: dot). In the lower part

of Figure 3.8 (a) and (b), the carrier concentration for the particular values of PF or ZT

is provided.

The majority of hH phases discussed here are characterized by PF and ZT lower than

2 mW/K2m and 0.04, respectively. The considered range of carrier concentration, i.e.,

from 1018 up to 1020 cm−3, is feasible to obtain in the experiment. The use of speci�c

XC functionals does not necessarily result in consistently lower or higher PF or ZT.

However, one shall perceive that the relatively highest PF was exhibited for n-type

regime for the following hH phases: NbRuAs (the highest PFn
GGA of over 4 mW/K2m),

VRuSb, TaRhGe, and VRhGe. For the last three named hH systems, the alignment

between GGA- and MBJ-derived PF is very good. Also, LuNiAs exhibit relatively high

PF values (similar to GGA and MBJ parametrizations), but for p-type regime. Alloys

listed here, i.e., NbRuAs, VRuSb, TaRhGe, VRhGe, LuNiAs, and LuNiSb (order due to

the decreasing PF), emerge as promising candidates for TE materials.

Some systems, among the hH phases considered here, were already investigated in terms

of potential TE applications. For TiPdPb, relatively low thermal conductivity (0.98

W/mK) and ZT equals 0.64 (1000 K, p-type regime) were revealed [162]. Similar ZT

was reported for TiPdGe at 1200 K [162]. Another among the hH phases considered

here, ZTp equals 0.30 (at 300 K) and 0.62 (at 1000 K), was reported for NbRuAs [163].

Relatively high PF and ZT (GGA-derived results for n-type regime) were also revealed

here. Also, VRuSb, HfPdGe, and VRGe were analyzed in terms of TE performance

[96, 164, 165].
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All but one (NbRuAs of numerous valence bands and low e�ective mass) arsenides con-

sidered here, i.e., ZrCoAs, ZrRhAs, HfRhAs, ScPdAs, and LuNiAs, were not investigated

as potential TE material candidates. There is a lack of reports on TE performance for

TiNiPb and NbRuBi too [63, 166]. There are six novel hH phases, with some exhibiting

relatively high PF (i.e., LuNiAs for p-type regime; NbRuBi for n-type regime and GGA

parametrization) or ZT (i.e., LuNiAs for p-type regime). Moreover, some As-bearing

phases were recently the subject of interest [4, 96, 167�169], which also shall encourage

further theoretical and experimental investigation for arsenides and their potential TE

application.

The distribution of PF and ZT was also analyzed at 900 K (not shown here). The

highest PF equals 1.69 mW/K2m is revealed for n-type regime (GGA parametrization)

for NbRuAs. The next highest value of PF is obtained for p-type regime and GGA

parametrization for ZrRhAs (1.17 mW/K2m), whereas the rest of the hH systems con-

sidered revealed PF < 1.00 mW/K2m for all combinations of XC functional and carrier

regime. Importantly, a signi�cant di�erence is observed for VRhGe, which exhibits good

TE performance at 300 K (n-type regime for GGA and MBJ), but at 900 K, PFn is not

favorable any more. The distribution of ZT at 900 K reveals the highest PF one again

for NbRuAs, PFn
GGA = 0.021. The next highest ZTs were exhibited for p-type regime for

ZrRhAs (ZT p
GGA = 0.014), VRuSb (ZT p

GGA = 0.014, ZT p
MBJ = 0.013), ScPdAs (ZT p

MBJ

= 0.013), and NbRuAs (ZT p
GGA = 0.013). The rest of the systems considered here exhibit

ZT ≤ 0.12 at 900 K.

In the end, one shall perceive the good accordance between GGA-, and MBJ-derived

relatively highest PF for hH phases considered here (n-type regime for VRhGe, TaRhGe,

VRuSb; p-type regime for LuNiAs). Such a con�rmation of the TE performance shall

ensure that the listed alloys are good candidates for TE materials.
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Figure 3.8: A comparison of the distributions of (a) PF and (b) ZT at 300 K for the considered hH phases. The XC functional parametrizations
are denoted with black (GGA) and red (MBJ), whereas the carrier types are denoted with the shapes of the markers (full dots for n-type carriers
and circles for p-type carriers). In the bottom part of the graph, the respective values of the carrier concentration (of the particular regime and

corresponding XC functional applied) are marked.
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3.7 Conclusions

The high-throughput ab initio and BTE calculations performed in this stage of the

research resulted in the comprehensive TE analysis of 49 hH phases, including over 30

stable and 6 likely stable hH phases, with no reports on the potential TE performance.

For the research, the two XC functionals were used, two temperatures (300 and 900 K),

and p/n-type regimes were considered; the considered range of the carrier concentration is

based on the experimental insights. Also, Slack's method of lattice thermal conductivity

calculations was implemented, and, PF, the ZT of the 34 hH systems are revealed. The

examination of the multiple hH phases considered here is complex and reveals some

interesting tendencies for the prediction of novel hH systems. Due to the relatively high

PF and ZT at room temperature, the following phases shall be found to be promising

TE materials: TaFeAs, TaFeSb, VFeAs, and TiRuAs. Also among the likely stable hH

phases, at least two shall arouse interest as a potential TE materials: NbRuBi (n-type

regime) and LuNiAs (p-type regime).

What is worth mentioning here are numerous novel As-bearing TE candidates, encour-

aging the arsenides as a promising family of hH phases to be investigated in the �eld of

TE performance. Recently, other As-bearing hH systems were predicted to exhibit inter-

esting properties [106, 141�143]. Also, for quaternary Heusler phases, some As-bearing

systems have already been reported [144]; however, further experimental investigation is

required. These reports shall also encourage the examination of As-bearing hH phases,

in particular TaFeAs, TaFeSb, VFeSb, TiRhAs, and LuNiAs.



Chapter 4

Machine Learning-Based

Predictions of Selected Features

4.1 Introduction

Nowadays, Machnine Learning (ML) methods are commonly used as support for solid

state calculations, including studies for hH phases (Chapter 1.5). The main goals of ML

in this research were: 1) to provide the initial lattice parameters for all the hH systems

to be examined with the use of DFT [4]; 2) to investigate various properties (e.g., band

gap) of hH phases as the ML target [7]; and 3) to investigate the TE performance as the

ML target [8].

In this chapter, the results of the best-considered Support Vector Machine (SVR) models

for crucial properties of hH phases are disclosed, revealing some novel insights ("Machine

Learning-Based Predictions for Half-Heusler Phases" [7]).

In Chapter 5, the SVR model with PF considered as a target is discussed [8].

4.2 Computational details

SVR software was implemented in Python 3.10 [145] with the use of the Scikit-learn

library [67]. The kernel function used for the SVR model was the Gaussian Radial

Basis Function [75]. The C and γ hyperparameters were chosen as defaults after an

analysis of the heatmap of the validation accuracy of the C-gamma function (not shown

here). The feature scaling applied was a Standard Scaler from sklearn, while the cross-

validation method was the Leave One Out (LOO). The quantitative accuracy of SVR

65
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models was investigated with the use of the Root Mean Squared Error (RMSE). The

elemental properties of the hH phases feature space were taken from the WebElements

periodic table (University of She�eld [146]).

4.2.1 Feature Scaling

In the preprocessing of the initial feature space, the Standard Scaler from Scikit-learn was

implemented [67]. The feature scaling is especially important if the values of predictors

or targets signi�cantly di�er in value, e.g., bulk modulus B ≈ 102 GPa and band gap

Eg ≈ 0.5 eV. The methodology behind the standardizing features of the Standard Scaler

is scaling to the unit variance. The formula used for this particular feature scaling is

given as follows: z = (x − u)/s, where x is a sample, u is the mean of the training set,

and s is the standard deviation of the training set, whereas the scaling and centering are

performed independently on each parameter in the feature space. An important element

of the Standard Scaler is its vulnerability to outliers. One shall expect the signi�cant

di�erences in the order of magnitude among the feature space to a�ect the whole model

stronger than fewer outliers [147].

However, outliers are not the only ones that have a strong in�uence on the �nal model.

Also, systems with the presence or absence of particular ions may determine the target,

especially if there is observed disproportion in the number of phases bearing particular

elements between the learning subset and the targets. Therefore, the feature space

proposed here (also in Chapter 5) consists of hH systems with various phases considered.

Lack of Te-bearing systems in the given target resulted in exclusion of tellurides from

the learning subset, even though their TE performance was discussed (Chapter 3).

4.3 Selected SVR models

4.3.1 Feature space and validation

The aim of this stage of research is to implement ML models to support DFT calcula-

tions. After a careful investigation and comparison of the various models, the following

parameters were determined as targets for SVR prediction:

� lattice parameter a,

� bulk modulus B,

� GGA-derived band gap EGGA
g ,
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� MBJGGA-derived band gap EMBJ
g ,

� lattice thermal conductivity κL.

The train subset was created out of the previously discussed 32 hH stable phases, exclud-

ing tellurides (Chapter 3), but with additional 15 hH systems with hull distance (Chapter

1.2.1.3) less than or equal to 0.1 eV. According to Aykol et al. [28], such a limitation still

indicates stable phases in many cases. The properties of �fteen mentioned hH phases,

not discussed earlier, are revealed in the table in Figure 4.1.

The lattice thermal conductivity κL was calculated following the Slack's equation [118,

120, 121] (see Figure 3.1).

Comp. a B EGGA
g EMBJ

g κL

TiPdPb 6.328 103.88 0.35 0.32 55.57

TiPdGe 5.964 131.38 0.62 0.58 45.00

VRhGe 5.796 172.54 0.43 0.75 38.73

ZrCoAs 5.831 147.58 1.20 1.23 68.47

ZrRhAs 6.110 143.97 1.12 1.29 59.94

HfPdGe 6.142 133.71 0.55 0.51 66.63

HfRhAs 6.063 160.02 0.28 0.82 58.39

TaRhGe 5.973 185.13 1.04 1.03 64.25

VRuSb 6.044 165.64 0.19 0.63 42.96

ZrNiGe 5.893 141.57 0.68 0.65 74.56

ScPdAs 6.098 111.31 0.43 0.45 42.58

NbRuAs 5.961 183.13 0.34 0.51 53.07

TiNiPb 6.038 115.66 0.34 0.29 66.00

NbRuBi 6.307 151.77 0.34 0.56 57.56

LuNiAs 5.989 106.94 0.41 0.48 65.65

Table 4.1: Table of the additional �fteen hH systems and their parameters (lattice
parameter a (Å), bulk modulus B (GPa), band gap EGGA/MBJ

g (eV), lattice thermal
conductivity κL (W/mK)) with hull distance EHD (OQMD) given as: 0 eV < EHD <

0.1 eV.

A selected subset of 47 hH systems was used as a train subset for ML predictions. The

reason for considerations of the Te-bearing stable hH phases taken into account in the

previous paper [6] is that the initial set of over 150 systems to be investigated was

proposed without any tellurides. Moreover, the lack of two records did not signi�cantly

a�ect the RMSE investigated as a function of the number of samples in the train subset

(Figure 4.2).
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SVR flow chart
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Figure 4.1: The illustrative �ow chart of the performed SVR modeling.
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Figure 4.2: Learning curves (RMSE as a function of the size of the train subset) of
the predictions for the particular targets: (a) a, EGGA

g , and EMBJ
g ; (b) B and κL. The

units of RMSE for the particular values are as follows: a (Å), EGGA
g and EMBJ

g (eV),
B (GPa), and κL (W/mK).

In Figure 4.1 the �ow chart of the whole ML investigation process is depicted.

All �ve targets (a, B, EGGA
g , EMBJ

g , and κL) for the mentioned 47 hH systems to be

the learning feature space were calculated with the use of DFT. The 32 systems (and

two not included here, tellurides) were already provided in Chapter 3 [6], while the rest

of the 47 phases with their parameters are gathered in Table 4.1. The mentioned 47 hH

phases were used to train the SVR model, whereas selected properties of the remaining

74 hH phases (out of the initial 121 semiconducting hH systems) were predicted. What

is worth emphasizing is the fact that for the predictions of the ternary systems, only the

features connected to the elements were used, and only the stable or likely stable due to

the OQMD systems were considered.

The predictors used are as follows:

� atomic mass u;

� atomic radius r;
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� molar volume V;

� density of solid g;

� electronegativity n;

� Debye temperature T;

� thermal conductivity k;

� I-III ionization energies i(I), i(II), i(III);

� Valence Electron Count VEC.

For each target, all the possible over 2000 combinations of the predictors were investigated

(from the single predictor to the feature space made out of all the eleven predictors),

while each predictor was considered as the three values of the particular parameter for

the particular XYZ site. Therefore, the feature spaces considered ranged from three

(a single parameter for each inon in the ternary hH system) to 33 dimensions. The

RMSE distribution, with the size of the train subset marked with color, is disclosed in

Figure 4.3. One shall perceive that neither the most numerous predictors nor the single

predictors provide the lowest RMSE results. The number of combinations is given on the

logarithmic scale due to its better clarity. The histograms depicted also reveal that there

is no single best combination, and it is not RMSE to unequivocally determine which

predictors shall be applied for the particular target.

The greatest RMSE values for all the targets considered were obtained for scarce predictor

combinations. On the contrary, the most numerous sets did, in general, provide a lower

RMSE. However, by further limitation of predictors, it is shown that for each target, there

are still many better combinations than the one gathering all the possible predictors. In

fact, for some groups of combinations, the RMSE results were close in value and might

be found su�cient for the predictions, depending on the particular validation analyzed.

As was already mentioned, the RMSE by itself does not unequivocally determine the

best feature space but can be used as a preliminary limitation in the search for the

best predictor candidates. Therefore, the best combination of predictors was chosen

in two stages: 1) selection of the combinations with the lowest RMSE values; and 2)

comparing the calculated-predicted values of targets for the particular combinations of

predictors (validation). In Figure 4.4 one can see the juxtaposition of the predicted and

calculated values of the particular targets. Due to the LOO used, the SVR predictions

were repeated for each of the 47 records as a single target and gathered. In each subplot

(a) - (e), there are three di�erent SVR models for selected combinations (out of over

2000 possible combinations) compared.
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Figure 4.3: Histograms with the distributions of the RMSE for all the possible com-
binations of predictors for the following targets: (a) lattice parameter (Å), (b) bulk
modulus (GPa), (c) GGA-derived band gap (eV), (d) MBJGGA-derived band gap (eV),
and (e) lattice thermal conductivity κL (W/mK). With colors, the number of predictors

used is marked.

In Figure 4.2, RMSE values for: (a) a, EGGA
g , and EMBJ

g ; (b) B and κL predictions

in the function of the size of the train subset for the best predictor combinations are

depicted. The shapes of the learning curves shall ensure su�cient sizes of train subsets.

Especially for a, EGGA
g , and EMBJ

g , the desired plateau for the most numerous of the

train subsets is observed. For B and κL, no plateau is yet visible; however, the di�erence

between RMSE for the smallest subset and the largest subset regarded is relatively big.

Therefore, one may expect, based on the learning curves provided, that all the SVR

models considered will provide reasonable predictions for the hH phases studied.

For most of the targets, i(II) and i(III) are considered signi�cant predictors. This

trace might be useful in further ML modeling for similar intermetallic systems. Only for

the lattice thermal conductivity (Figure 4.4 (e)) was the V to be present in low-RMSE

combinations. Such a �nding is insightful and consistent with Slack's methodology for

the lattice thermal conductivity calculations.

In particular, for the lattice parameter (Figure 4.4 (a)) predictions, predictors i(II) and

T are to occur the most often in the favorable combinations of the predictors (RMSE of

0.1 Å). However, one shall note that i(II) and T were not su�cient as predictors and

did require some additional features to provide predictions with both low RMSE and

visual consistency of predicted and calculated lattice parameters. Only the addition of

at least one more predictor (e.g., [u], [i(III)], or [V, u]) provided the best possible

predictions for the model considered. This observation is in agreement with previous

discussion, i.e., the analyzed distributions of the RMSE as a function of the number of

predictors (Figure 4.3).

For bulk modulus (Figure 4.4 (b)), the crucial predictors were [i(II), i(III), T]. In

this case, the addition of u or g leads to predictions with a similar RMSE value (11-12

GPa). However, after the visual analysis, it is [i(II), i(III), T] chosen to be the
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Figure 4.4: Predicted and calculated values for the particular targets are: (a) lat-
tice parameter (Å), (b) bulk modulus (GPa), (c) GGA-derived band gap (eV), (d)
MBJGGA-derived band gap (eV), and (e) lattice thermal conductivity (W/mK). With
color, the favorable predictor combinations for each target were depicted, whereas in
the upper left part of each subplot, the considered RMSE range or value denoted.

best. This is an example of when more features may provide even worse results than

those for a limited subset.

In Figures 4.4 (c) and (d), the comparison of predicted and calculated values of the band

gaps is depicted. Figure 4.4 (c) is devoted to the GGA-derived results, whereas (d) is to

the MBJGGA-derived results. For both parametrizations of targets, the lowest possible

RMSE for the discussed models equals 0.22 eV. Also, the favorable predictors were sim-

ilar. For GGA, the best combinations consisted of [i(II), i(III), VEC] whereas, in

the lattice parameter case (Figure 4.4 (a)), they were not su�cient. The best combina-

tion for EGGA
g predictions included also T. The situation observed for EMBJ

g predictions

is analogous, but instead of T, it has been r, k to be considered. This di�erence in the

predictors favorable for GGA and MBJGGA approaches may be due to the particular

MBJ formula [47]. What is also worth mentioning in the band gap case is the signi�cance

of the VEC predictor. The electronic band structure is strongly related to the distribution

of the valence electrons of the particular element constituent among the crystal structure,

depending on the site occupied.

The last target considered is lattice thermal conductivity. Apparently, the lattice thermal

conductivity revealed via the Slack method is not strictly correlated to the thermal
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conductivity of the particular element constituents. The most often occurring in the

low-RMSE (9-9.5 W/mk) combinations is V instead. Also, u, T, r were considered;

however, the most favorable combination is [V, u] with comparable RMSE but fewer

predictors.

The �nal favorable combinations of the predictors for the particular targets are given

below:

� a: [V, i(II), u, T];

� B: [i(II), i(III), T];

� EGGA
g : [i(II), i(III), VEC, T];

� EMBJ
g : [r, k, i(II), i(III), VEC];

� κL: [V, u].

4.3.2 Results of the SVR-derived predictions

While in Figure 4.4 the train and test subsets (47 stable hH systems) are included, in

Table 4.2 the �nal predictions of target features for 74 hH systems are gathered. The

majority of these systems have already been comprehensively investigated and are present

in the literature. Some of the predictions for systems revealed in the table in Figure 4.2

are discussed and compared to the available data below.

The analysis of the predictions for germanides indicates promising results. For the cubic

HfNiGe, Adetunji et al. [101] revealed information about the following parameters: a of

5.861 Å, B of 143.1 GPa, and Eg of 0.61 eV. Those values are in good accordance with the

predictions provided in this work, even though there is an indirect Γ−X band gap in the

electronic structure of HfNiGe. Also, they are consistent in value with the RMSE values

obtained for the particular targets (Figure 4.4). At the same time, NbRhGe Popoola et

al. [148] reported a much larger band gap than calculated here. Such an underestimation

of the predictions may be due to the indirect L−X band gap of NbRhGe.

Comp. a B EGGA
g EMBJ

g κL

HfNiGe 5.893 151.53 0.74 0.70 79.52

HfRhBi 6.331 128.63 0.64 0.76 86.65

HfNiPb 6.175 129.51 0.46 0.48 94.83

HfRhSb 6.284 138.78 0.65 0.78 104.50

HfPdPb 6.353 124.08 0.39 0.39 92.69
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HfPtSn 6.348 143.19 0.69 0.82 95.28

HfPtPb 6.369 138.14 0.62 0.70 92.82

HfCoSb 6.028 134.71 0.97 0.96 101.62

LuNiSb 6.142 118.59 0.45 0.53 86.67

LuPdSb 6.300 118.32 0.39 0.42 90.92

LuNiBi 6.185 117.78 0.47 0.57 83.54

NbRhGe 5.942 176.72 0.78 0.88 53.10

NbOsAs 5.992 173.71 0.42 0.59 57.95

NbOsBi 6.319 153.33 0.46 0.53 73.17

NbRhSn 6.195 152.96 0.62 0.78 70.38

NbRhPb 6.317 142.94 0.58 0.67 67.46

NbIrPb 6.317 162.40 0.58 0.64 79.63

NbCoSn 5.940 150.13 0.81 0.92 74.59

NbCoPb 6.104 141.06 0.73 0.73 73.26

NbOsSb 6.228 162.70 0.43 0.52 83.18

NbFeSb 5.932 160.15 0.62 0.74 74.12

NbFeBi 6.144 145.50 0.62 0.70 66.30

ScNiAs 6.048 126.16 0.71 0.69 58.06

ScNiSb 6.172 111.29 0.60 0.59 66.83

ScNiBi 6.239 106.29 0.56 0.58 68.6

ScPdSb 6.348 100.79 0.34 0.34 66.58

ScPtSb 6.333 120.26 0.58 0.64 69.62

TaRhSn 6.131 162.94 0.82 0.89 87.23

TaRhPb 6.206 155.14 0.75 0.76 84.45

TaIrGe 6.015 189.33 0.80 0.85 69.30

TaIrSn 6.159 172.90 0.75 0.79 89.15

TaIrPb 6.212 164.16 0.71 0.70 86.42

TaRuSb 6.108 173.42 0.46 0.64 93.97

TaRuBi 6.195 161.39 0.49 0.61 79.00

TaOsSb 6.165 164.87 0.51 0.59 94.12

TaCoPb 6.086 153.94 0.89 0.82 88.35

TaFeBi 6.110 156.66 0.76 0.78 84.33

TiNiSn 5.918 124.13 0.43 0.49 62.46

TiPdSn 6.200 114.38 0.43 0.46 57.02

TiPtPb 6.342 128.13 0.57 0.60 72.91

TiCoSb 5.843 135.62 0.92 0.92 61.96

TiRhSb 6.110 135.24 0.66 0.83 59.22

TiIrAs 5.952 171.78 0.72 0.94 51.43

TiIrBi 6.258 144.95 0.63 0.82 67.39
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VCoSn 5.813 150.09 0.57 0.82 50.27

VRhSn 6.018 152.80 0.41 0.68 42.65

VIrSn 6.052 171.75 0.38 0.65 55.34

VRuAs 5.844 176.39 0.24 0.73 37.81

VOsSb 6.051 163.10 0.32 0.60 59.10

VRuBi 6.183 154.00 0.27 0.63 46.24

VOsAs 5.854 173.33 0.32 0.65 44.98

VOsBi 6.200 155.11 0.36 0.60 60.37

VCoPb 6.004 142.22 0.53 0.62 56.36

VRhPb 6.175 143.60 0.40 0.59 47.93

VIrPb 6.192 161.41 0.41 0.61 62.40

VFeBi 6.052 150.48 0.41 0.64 51.61

YNiAs 6.058 124.92 0.53 0.54 58.54

YNiSb 6.157 121.03 0.49 0.55 66.32

YNiBi 6.209 120.66 0.48 0.57 67.77

YPdAs 6.111 121.33 0.42 0.49 49.56

YPdSb 6.290 118.01 0.35 0.45 65.94

YPtSb 6.276 128.57 0.51 0.59 69.09

ZrNiSn 6.072 123.54 0.48 0.52 85.14

ZrNiPb 6.177 119.30 0.42 0.46 82.71

ZrPdGe 6.149 130.13 0.63 0.55 62.95

ZrPdPb 6.455 110.42 0.39 0.38 82.90

ZrPtSn 6.389 130.93 0.71 0.84 89.55

ZrCoSb 6.014 127.17 1.00 0.93 87.32

ZrCoBi 6.155 119.47 0.91 0.84 78.01

ZrRhSb 6.307 126.79 0.76 0.82 92.14

ZrRhBi 6.384 118.40 0.71 0.77 74.73

ZrIrAs 6.110 160.96 0.85 0.94 66.41

ZrIrSb 6.304 147.57 0.76 0.82 96.04

ZrIrBi 6.360 138.67 0.72 0.77 83.56

Table 4.2: Predicted values of the following targets: lattice parameter a (Å), bulk
modulus B (GPa), band gap with GGA parametrization EGGA

g (eV), band gap with
MBJGGA parametrization EMBJ

g (eV), and lattice thermal conductivity κL (W/mK).

The predictive power and limitations of ML modeling for the particular types of transi-

tions in the electronic structure will be investigated in the future.

If it is about the arsenides, the predictions made for ScNiAs were very close to the

literature data. Jaishi et al. [149] revealed a of 5.84 Å and Eg values of 0.48 (GGA) and
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0.52 eV (MBJGGA), which are similar to the parameters disclosed here. Surprisingly, the

band gap prediction is closer to the literature data than the lattice parameter (di�erence

of 0.2 Å). This fact may be an example of statistical ML behavior; in general, one should

expect lattice parameter models to provide better results due to the lower RMSE than

for band gap predictions. However, in the singular examples, the deviations may vary

strongly.

A variety of types of transitions are characteristic of arsenides. Among the 47 hH systems

in the feature space, the majority were characterized by the L − X transition (e.g.,

ScPdAs, NbRuAs, NbFeAs, VFeAs). Another type of transition is the L − Γ(X) for

TaRuAs and L(Γ)−Γ/X for HfCoAs, whereas in brackets, the CBM and VBM obtained

with the MBJGGA approach are given. The electronic structure of HfCoAs is exotic

compared to the rest of the systems investigated; it is the only phase that, for both XC

functionals, revealed CBM located right in between two IBZ points (Γ and X marked as

Γ/X).

To summarize, the expectations from the proposed SVR model are to provide the best

results for the dominant type of band gap transition (e.g., for arsenides, the indirect

L − X transition type). The accordance between SVR predictions and literature data

(also for the lattice parameter) is still satisfying and may be due to the fact that there

were multiple arsenides in the train-test subset.

The number of bisimides in the learning subset is limited to the four phases only. Among

the bisimides, three di�erent types of VBM-CBM were revealed: L − X (NbRuBu),

Γ − X (TiRhBi, HfCoBi), and Γ − Γ(X) (ScPdBi). The investigation for HfRhBi by

Kangsabanik et al. [110] provided the following values of the targets considered: a =

6.41 Å, B = 127.62 GPa, Eg = 0.17 eV, and κL = 40 W/mK at 300 K. The accordance

between the predictions and literature data for lattice parameter and bulk modulus is

very good, while for the band gap there is a strong discrepancy. This fact may be the

result of the direct Γ−Γ band gap of HfRhBi and the lack of similar data in the learning

feature space.

Values similar to the lattice thermal conductivity of HfRhBi were obtained by Kangsa-

banik et al. also for ZrIrBi (55 W/mK) and ZrRhBi (30 W/mK). None of the presented

predictions for bisimides of the lattice thermal conductivity fall within the bounds of

the respective RMSE. In this case, it may be related to the di�erent methodology for

providing the desired parameter (Slack's equation vs. phonon spectra). The di�erence

between predicted and calculated band gaps for ZrIrBi (predicted 0.71 eV vs. calculated

0.26 eV) and ZrRhBi (predicted 0.77 vs. calculated 1.02 eV) is signi�cant. SVR seems

to yield averaged values far beyond the limits of the RMSE. The explanation for such a

discrepancy may be due to a few factors, as follows: 1) the limited number of bisimides
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in the learning subset; 2) various band structures; and 3) the generally poor performance

of the obtained SVR model for the narrow band gap materials. Notably, there are some

better SVR results for bisimides, e.g., TiIrBi, with good accordance for the lattice param-

eter and bulk modulus predictions. Candan et al. [107] reported the lattice parameters

ranged from 6.309 to 6.358 Å, depending on the alloy model, and bulk modulus from

104.4 to 123.7 GPa, which is slightly lower than the SVR predictions done. For TiIrBi,

even though the type of transition is direct Γ− Γ, the band gap predictions are in good

accordance with GGA and MBJGGA-derived results by Candan et al. (0.56 and 0.87 eV,

respectively). For another system, VRuBi, with an indirect L −X transition type, the

accordance between the predictions and DFT-derived results are much better for lattice

parameter, bulk modulus, and band gap with two XC approaches considered. Previous

calculations revealed the following parameters for VRuBi: a = 6.180 Å, B = 142.5 GPa,

EGGA
g = 0.19 eV, and EMBJ

g = 0.50 eV eV [4].

In order to provide better results for bisimides, more Bi-bearing systems shall be included

in the feature space, taking into consideration the diversity of the types of transitions in

previous DFT calculations.

Also, the antimonides were analyzed here, with various results. For example, the DFT-

derived a and B for ScMSb (M = Ni, Pd, and Pt) are in very good accordance with

SVR predictions [1]. Also, for the well-known NbFeSb system, the SVR-predicted lattice

parameter is in very good accordance with both theory (5.968 Å [112]) and experi-

ment (5.949 Å [111]). Also, Eg of 0.53 eV is close to the 0.62 eV predicted with GGA

parametrization [161].

However, not all the results provided for antimonides are well validated with theory or

experiment. For NbFeSb only, κL SVR-predicted values are higher than values reported.

Also, some signi�cant deviations between lattice parameter values that are SVR- and

DFT-derived are observed for LuPdSb, YNiSb, and YPdSb. The di�erence between

SVR-predictions and theory (0.2-0.3 Å) for the mentioned phases is beyond the limits

of RMSE. Furthermore, the predicted EGGA
g and EMBJ

g of ScMSb, LuNiSb, LuPdSb,

YNiSb, and YPdSb are overestimated in comparison to the theoretical values [1�3].

Therefore, such complex predictions may require an extended and more hermetic feature

space. Moreover, it is not without signi�cance that the e�ective mass (at VBM) for

these systems is very small, and they may be insu�ciently numerous within the learning

feature space. Finally, the explanation for such a discrepancy could be due to some

extraordinary features of the electronic structure of the systems investigated [1�3, 150,

151]. The antimonides included in the learning feature space are characterized by the

L − X transition in most cases (e.g., NbRuSb, VFeSb). The representation of other

transition types is poor (e.g., Γ−Γ(X) of HfIrSb or Γ−X of TiIrSb), while the majority
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(excluding NbFeSb with L−X and ScPtSb with Γ−Γ(X) transition types, respectively)

of the antimonides compared are characterized by indirect Γ−X transitions for both XC

functionals considered. The dominance of the L−X transition type in the learning subset

may explain the accordance obtained in comparison to the DFT results for NbFeSb.

However, the �nal insight about the particular transition type presence correlation with

a better SVR model is not obvious here because some properties for systems of Γ −X

transition type were also well predicted (e.g., a and B for ScMSb).

Finally, the predicted targets for hH phases from less favorable categories were also

compared. For an example, Carrete et al. [61] provided κL for FeNbP (109 W/mK),

CoSbZr (25 W/mK), and NiPbTi (109 W/mK). All those values are strongly di�erent

from the values predicted here for particular or similar (e.g., NbFeSb) systems. However,

in the VRuAs case, the predicted κL value of 37.81 W/mK with a standard deviation

of 13% seems to be a reasonable result. Furthermore, the SVR modeling for NbCoSn

revealed good consistence with the data reported [152].

4.4 Conclusions

Based on the parameters of the element constituents in the hH phase, �ve targets were

considered. What is worth emphasizing is the fact that the parameters of the ternary

system were predicted based only on the elemental features. Only the declared stable

and likely stable [25] phases were included for the predictions.

The predictions of the lattice parameter and bulk modulus are, in general, promising

and provide very good results compared both to the theory and experiment for the ma-

jority of hH phases investigated. The rest of the targets are characterized by results

with strongly varying deviations. For some speci�c electronic structures (e.g., the spec-

trum of the carrier concentration value for p/n-type carriers or the direct-indirect type

of the band gap), the predictions are not reasonable, while for some systems, the pre-

dictions are close to reported data. This fact may be the result of the strong e�ect of

the speci�c combination of elements and the overall electronic structure issue, which is

comprehensively discussed above.

The �nal insight will be that the novel systems may not be the best feature space for com-

plex predictions. The data provided is for sure su�cient for modeling the fundamental

parameters as a lattice parameter or bulk modulus; however, more complex quantities,

such as the band gap or the lattice thermal conductivity, require more extended or even

more hermetic (e.g., bisimides only), but also more versatile (i.e., di�erent transition

types considered) feature space.
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Such �ndings clearly con�rm that the ML model is only as good (and, therefore, reason-

able) as the data it was fed with but has huge potential for DFT support in general.



Chapter 5

Machine Learning-Based

Predictions of the Power Factor

5.1 Introduction

Despite numerous ML models to analyze particular features of hH phases (e.g., lattice

parameters [7, 56], band structures [58, 59], and thermal conductivity [61�63]), there

is limited literature data concerning predictions of the TE performance of these alloys

[153].

Similarly to the case of the previously implemented SVR models (Chapter 5), the eleven

features of the elements constituent (for each of XY Z ions, separately) were considered

as the predictors of the TE performance of the ternary hH system. The number of

hH phases used for the train-test subset equals 53 (49 hH phases with EHD ≤ 0.1

eV (Chapter 2) and four recalculated antimonides [2]), even though the issue of PF

or ZT prediction was found highly demanding. Contrary to other targets (e.g., lattice

parameter), TE performance was found di�cult to predict, and only one SVR model

among the sixteen tested was satisfactory (all possible combinations of the following

boundary conditions and properties: type of carriers (p/n-type regimes), XCF (GGA or

MBJGGA), temperature (300 or 900 K), and �nally, PF or ZT considered). The best

results, i.e., relatively low RMSE, good validation (also visual), and consistent learning

curves, were obtained only for predictions of PF p
GGA.

Final predictions exhibited a relatively good representation of qualitative trends among

PF p
GGA for 70 hH phases.

79
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5.2 Computational details

In the SVR model proposed here, the same methodology (including Feature scaling) was

implemented as it was for the previous SVR models (Chapter 4.2).

5.3 Feature space

First attempts to create reasonable SVR models for TE performance predictions were

unsuccessful (not shown here) due to the too few records (i.e., hH phases) in the feature

space. In order to provide su�cient feature space, the subset of 34 stable hH systems

(Chapter 3.6.1) was extended with �fteen likely stable hH alloys [25, 28] (Chapter 3.6.2)

and four antimonides of given formula: (Y;Lu)(Ni;Pd)Sb [2] (Appendix B). The proposed

set of 53 hH phases was found su�cient for PF p
GGA predictions for 70 hH systems; the

qualitative trends of the TE performance of the hH alloys considered were recreated and

conserved.

Among the created feature space, various ions were included (e.g., bisimides, antimonides,

arsenides, germanides) and hH phases with di�erent transition types and band degener-

acy (e.g., NbRuAs with indirect L �X transition and HfRhAs with Γ � Γ direct transition

type). The diversity of electronic structures and ion constituents allowed us to propose

the universal SVR model for prediction of PF p
GGA for hH phases.

The explicit values of PF p
GGA for 53 hH systems considered here are revealed in Figure

3.6, Figure 3.8, and Table B.3.

5.3.1 Predictors

The set of eleven elemental features used as the predictors was the same as de�ned in

the previously implemented SVR models (Chapter 4). Considered properties shall be

found relevant for ML modeling of various parameters of hH alloys due to the available

literature data [7, 62, 63, 154].

For each target taken into account, all possible combinations (over 2000) of the listed

eleven elemental features (from 3-dimensional feature space up to 33-dimensional feature

space, due to the three XY Z ions in ternary hH phases) were tested for RMSE.
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5.3.2 Targets

In order to comprehensively investigate the TE performance of the hH phases considered

here, numerous targets were tested. First of all, PF and ZT were to be predicted. More-

over, PF and ZT were tested for: two carrier regimes (electrons and hole-like carriers);

two XC functionals (GGA and MBJGGA); and two temperatures (300 and 900 K). The

results obtained for GGA parametrization were, in general, slightly better than those

provided with the MBJGGA approach. The observations presented here are in agree-

ment with Qu et al., who reported ML predictions (based on the experimental data) of

PF signi�cantly better than ZT for the selected TE materials [153]. One shall consider

ZT more demanding to be predicted than PF; the result may be due to the di�culties

with lattice thermal conductivity predictions (Chapter 4). It is worth mentioning at this

point that Narducci et al. discussed an estimation of PF as more desirable than ZT in

the case of the potential TE application of the particular material [155].

What is also worth mentioning here is the vivid di�erence in modeling for p and n-type

regimes. The attempts to predict the considered here properties of hH alloys in the

n-type regime were unsuccessful. Clearly, SVR models implemented for p-type regime

were signi�cantly better according to the RMSE, learning curves and �nal validation.

Such an observation leads to the conclusion that the particular applied ML model, i.e.,

SVR, may be inaccurate for n-type regime predictions.

As the last parameter of TE performance for the considered target, it is temperature

equal to 300 or 900 K to be considered; the reasonable SVR models were obtained for the

room temperature only. This information may infer some di�erent features required for

predictions at higher temperatures. Similarly to the n-type regime case, the reasonable

may be examination of the di�erent ML models.

5.4 SVR model validation

In order to determine the best predictors for the target considered, over 2000 combina-

tions of targets (from single-feature up to sets of eleven elemental features) were tested

according to RMSE. As discussed in Chapter 5.3.2, only PF p
GGA is considered here as

the reasonable target for SVR modeling. The distribution of RMSE depending on the

number of predictors included in the feature space is depicted in Figure 5.1 (a). One shall

note that neither the most numerous nor single-feature subsets of predictors provide the

lowest RMSE. In fact, the single-predictor feature spaces (e.g., i(III)) exhibited the

biggest RMSE. At the same time, there is no single subset of predictors that clearly
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Figure 5.1: Parameters and validation of the SVR model. In (a), the distribution of
the RMSE of F p

GGA (mW/K2m) for over 2000 combinations of the elemental features,
with di�erent colors, and the di�erent number of elemental features (predictors) are
marked. In (b), the learning curves for particular subsets of the predictors are: [n, r,

k, i(I), VEC] (blue), [n, k, i(I), VEC] (green), and [n, i(I), VEC] (red).

results in the lowest RMSE. Those observations are similar to those made for the di�er-

ent features of hH phases (Chapter 4) and ensure the requirement of testing all possible

combinations of predictors.

However, there may be some favorable predictors among the elemental features consid-

ered. Namely, for PF p
GGA as the target, over 150 combinations of the predictors with

the lowest RMSE (from 0.319 mW/K2m for [n, r, k i(I), VEC] to 0.339 mW/K2m

for [g, k, i(III), VEC]), included at least one of the following features: i(I), VEC or

n. In previously implemented SVR models for Eg predictions, also i(I) and VEC were

found to be signi�cant predictors. These facts may indicate the signi�cance of the named

predictors for modeling of various properties of hH phases. One may expect VEC to be

related to the speci�c properties or features of the band structures (e.g., shape or number

of valence bands). The in�uence of i(I) and n could re�ect the values of the e�ective

mass and band gap.

In order to arbitrarily choose the subset of predictors used, the minimalization of RMSE

and number of elemental features required and the visual validation were performed.

In Figure 5.2 (b), the examples of learning curves (LOO cross-validation) for the partic-

ular size of the train subset are presented. With di�erent colors, the di�erent subsets

of predictors for PF p
GGA modeling are marked: [n, r, k, i(I), VEC] (blue), [n, k,

i(I), VEC] (green), and [n, i(I), VEC] (red). Even though no visible plateau (com-

pare: Figure 4.2) is observed, the presented learning curves shall be considered su�cient

due to the signi�cant di�erences between the least and most numerous train subsets



5 - Machine Learning-Based Predictions of the Power Factor 83

Figure 5.2: A comparison of DFT-derived PF p
GGA (mW/K2m) and SVR predictions.

With di�erent colors, di�erent predictors are marked: [n, r, k, i(I), VEC] (blue),
[n, k, i(I), VEC] (green), and [n, i(I), VEC] (red). The dashed line depicts the

region of complete validation between predictions and calculations.

considered. The improvement of the model (i.e., lowering of RMSE) with the number

of records included in the train procedure is visible. Finally, there is also a number of

stable hH compounds to limit both the training and predicted subsets.

The validation of DFT-derived PF p
GGA and SVR-based predictions is presented in Figure

5.2. The range of the predicted values of PF p
GGA is narrower in comparison to the train-

test subset. Due to the LOO approach, the predicted values of PF p
GGA were obtained

based on the n − 1 repetitions of SVR modeling. With di�erent colors, the di�erent

models are marked, whereas the predictors used are as follows: [n, r, k, i(I), VEC]

(blue), [n, k, i(I), VEC] (green), and [n, i(I), VEC] (red). [n, i(I), VEC] is

chosen as the most favorable subset of predictors according to the minimalization of the

number of predictors and RMSE.

One shall note that the distributions depicted in Figure 5.2 indicate the visible con-

sistency for SVR models considered. Namely, for all the cases discussed here, a clear,

albeit nonlinear, relationship between DFT-derived results and SVR-based predictions

is observed.

As expected due to the poor ability of ML models in general to predict values that

deviate strongly and are sparse [70], the greatest discrepancies between SVR- and DFT-

based values of PF p
GGA were exhibited for the relatively highest PF p

GGA values, i.e.,

LuNiAs (PF p
GGA calculated = 1.87 mW/K2m) and LuNiSb (PF p

GGA calculated = 1.84

mW/K2m). Notwithstanding, the majority of predictions fall within the RMSE range for

favorable combinations of the predictors (e.g., RMSE = 0.319 mW/K2m for [n, i(I),

VEC]). The SVR modeling may be used as support for qualitative estimations useful in
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high-throughput investigations and the search for novel materials. The compounds indi-

cated with this approach would require further exact theoretical studies or experimental

examination.

5.5 Predictions of Power Factor for hH Phases

In Table 5.1, the �nal predictions of PF p
GGA obtained with the SVR model are gathered.

A subset of predictors is chosen based on: 1) learning curves (Figure 5.1 (b)); 2) validation

plots (Figure 5.2); and 3) the smallest possible number of the predictors. Finally, [n,

i(I), VEC] were chosen as the elemental features to predict TE performance. The

possibility of reasonable predictions of complex phenomena as TE performance based

on three fundamental properties of the elements constituents shows the strength of ML

modeling.

The mean and median values of SVR-based PF p
GGA presented in Table 5.1 are equal 0.47

and 0.48 mW/K2m. The range of PF p
GGA is from 0.16 mW/K2m for ScPdSb up to 1.11

mW/K2m for LuNiBi.

As previously signaled, the proposed SVR model is favorable (compared to the rest of

the 70 hH systems predicted) for some hH systems of remarkably high PF and ZT,

e.g., NbFeSb (PF p
GGA predicted = 0.83 mW/K2m). The predicted value of PF p

GGA for

NbFeSb is signi�cantly smaller than the TE performance reported for this phase [111,

112]; however, there is a clear dominance of the PF values for this phase in comparison

to the rest of the considered hH compounds. A similar discussion is conducted for two

favorable hH phases among the train subset, i.e., LuNiSb and LuNiAs.
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Comp. PF p
GGA Comp. PF p

GGA Comp. PF p
GGA

HfNiGe 0.40 ScPtSb 0.28 VOsAs 0.73

HfRhBi 0.47 TaRhSn 0.64 VOsBi 0.53

HfNiPb 0.31 TaRhPb 0.43 VCoPb 0.35

HfRhSb 0.55 TaIrGe 0.58 VRhPb 0.38

HfPdPb 0.19 TaIrSn 0.53 VIrPb 0.30

HfPtSn 0.24 TaIrPb 0.35 VFeBi 0.68

HfPtPb 0.18 TaRuSb 0.84 YNiAs 0.90

HfCoSb 0.51 TaRuBi 0.77 YNiBi 0.85

LuNiBi 1.11 TaOsSb 0.77 YPdAs 0.30

NbRhGe 0.34 TaCoPb 0.41 YPtSb 0.37

NbOsAs 0.72 TaFeBi 1.10 ZrNiSn 0.34

NbOsBi 0.53 TiNiSn 0.28 ZrNiPb 0.30

NbRhSn 0.27 TiPdSn 0.19 ZrPdGe 0.22

NbRhPb 0.37 TiPtPb 0.18 ZrPdPb 0.18

NbIrPb 0.29 TiCoSb 0.65 ZrPtSn 0.23

NbCoSn 0.69 TiRhSb 0.52 ZrCoSb 0.51

NbCoPb 0.34 TiIrAs 0.54 ZrCoBi 0.52

NbOsSb 0.60 TiIrBi 0.35 ZrRhSb 0.56

NbFeSb 0.83 VCoSn 0.68 ZrRhBi 0.47

NbFeBi 0.70 VRhSn 0.26 ZrIrAs 0.31

ScNiAs 0.72 VIrSn 0.41 ZrIrSb 0.25

ScNiSb 0.64 VRuAs 0.72 ZrIrBi 0.22

ScNiBi 0.59 VOsSb 0.61

ScPdSb 0.16 VRuBi 0.49

Table 5.1: SVR-derived values of PF p
GGA (mW/K2m) at 300 K based on the [n,

i(I), VEC] predictors.

The highest PF p
GGA of 1.11 mW/K2m is predicted here for LuNiBi, which was indeed

reported to exhibit high PF at 300 K (p-type regime) [3, 156]. Another reported high-

PF or high-ZT hH phases that were also predicted here as promising TE candidates

are: TaFeBi [157], TaOsSb [158], YNiBi [150], TaRuSb [159], VRuAs [167], and ScNiAs

[149, 160].

However, one shall keep in mind that some hH phases may prefer (due to the formation

energies) and adopt di�erent crystal structures, e.g., YNiAs (P63/mmc) [23, 24]. Also,

for ScPtSb to be reported as a promising TE candidate [1], the predictions presented

here suggest low PF.
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Figure 5.3: The distribution of the SVR-predicted PF p
GGA for 70 hH phases as the

function of the crucial predictors and most signi�cant visually, i.e., average electroneg-
ativity n, average the �rst ionization energy i(I) (kJ/mol), and VEC of X ion.

The rest of the favorable TE candidates among the predicted 70 hH phases (YNiAs,

NbOsAs, TaRuBi, and VOsAs) were not investigated in terms of TE performance yet.

The recent interest in As-bearing hH phases [4, 96, 167�170], all the more shall encourage

further both theoretical and experimental investigation of arsenides.

The relationship between SVR-derived PF p
GGA and the best subset of predictors (i.e., [n,

i(I), VEC]) is presented in Figure 5.3. There are no strict, linear relations between any

of the target and elemental features mentioned. However, one shall note some tendencies;

e.g., for hH phases with relatively low PF p
GGA, the higher the average n, the lower the

average of the �rst ionization energy of X, Y , and Z ions. For higher values of PF p
GGA,

such a trend is not observed.

Additionally, the dominance of the fewer VEC of X ions for hH phases with relatively

low average n is observed. Nonetheless, for some hH systems, the hH compounds with

VEC of X ion equal to 3 may be observed for relatively higher values of average n, i.e.,

over 1.85. Main insights based on the provided in Figure 5.3 distribution shall ensure

the requirement of the non-trival kernel functions [75] used for SVR modeling of the TE

performance issue.

5.6 Conclusions

The implementation of the SVR model for analysis of the TE performance (PF p
GGA as

the target for the most reasonable model) revealed the predictive power of ML for TE

materials high throughput investigation. The ability to identify favorable TE candidates
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based on the fundamental features only (electronegativity, the �rst ionization energy,

and VEC) of the elements composing those phases was proved here.

Some promising SVR-derived novel TE candidates were revealed here (YNiAs, NbOsAs,

TaRuBi, and VOsA), and numerous phases were proposed as interesting subjects for

further theoretical and experimental investigation.



Final conclusions

The overall results of the Ph.D. research performed are very satisfactory. The DFT

calculations provided the high-throughput investigation among of 150 hH cubic systems.

The 121 semiconducting phases were carefully investigated in light of their novelty in

the potential TE application. The 49 stable or likely stable hH phases (including over 30

novel) were revealed here and investigated comprehensively, from the electronic structure

(Chapter 2), through the TE performance for p/n-type regimes, and GGA/MBJGGA

parametrizations at room temperature and 900 K (Chapter 3), �nishing with complex

ML analysis and predictions of the selected features (Chapter 4) and TE performance

(Chapter 5). Additionally, the 15 likely stable hH phases were included in the presented

process to extend the required feature space for the ML-based predictions.

The results revealed here provide comprehensive and explicit insight into electronic struc-

ture and TE performance in p/n-regimes and for two XC functionals considered (GGA

and MBJGGA). The superior transport properties of hH phases directly connected with

speci�c properties of band structures (e.g., numerous bands in the vicinity of VBM or

CBM and low e�ective mass) were investigated and discussed here in terms of the crucial

factors to determine good TE material. Also, due to the SVR-derived predictions, the

most important factors for high TE performance were investigated and discussed. Al-

though there are some undeniable limitations, a fusion of DFT and ML has the potential

to expedite progress in the investigation of novel and promising materials.

Finally, the presented work delivers both solid DFT-based analysis of particular features

and trends for numerous hH phases as well as more sophisticated ML-based predictions

of the selected properties, especially the potential TE performance. Novel and promising

TE candidates revealed here (i.e., TaFeAs, TaFeSb, VFeAs, TiRuAs, ZrCoAs, ZrRhAs,

HfRhAs, ScPdAs, LuNiAs, and NbRuBi) shall encourage further theoretical and exper-

imental examination. One shall consider the presence of numerous favorable As-bearing

hH phases as the reason for the investigation of arsenides as potential TE materials.
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Appendix A

Complete hH Data

A.1 References

In Table A.1, all the semiconducting hH phases from the initial subset of over 150 hH

systems considered (with additional tellurides) are disclosed with the references, if avail-

able. In Table A.1, also the equilibrium lattice parameters and band gaps from GGA

and MBJGGA approaches are gathered.

Comp. a EGGA
g EMBJ

g Ref.

HfNiGe 5.852 0.52 0.47 [101, 171, 172]

HfPdGe 6.142 0.55 0.51 [63, 164]

HfPtGe 6.171 0.93 1.02 [171, 173]

HfCoAs 5.783 1.29 1.36 [121]

HfCoBi 6.188 0.98 0.92 [102, 121]

HfRhAs 6.063 0.28 0.82 [174, 175]

HfRhBi 6.424 0.07 0.28 [176]

HfNiSn 6.111 0.32 0.27 [101, 177]

HfNiPb 6.210 0.24 0.18 [95]

HfRhSb 6.297 1.08 1.06 [175]

HfPdPb 6.454 0.28 0.23 [95]

HfPtSn 6.380 0.76 0.82 [178�181]

HfPtPb 6.478 0.55 0.63 [96]

HfPdSn 6.360 0.38 0.33 [168]

HfIrSb 6.333 0.66 0.75 [106]

HfCoSb 6.051 1.11 1.08 [88, 121]

LuNiSb 6.269 0.21 0.19 [2, 156]

LuPdSb 6.544 0.11 0.10 [2]
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LuNiAs 5.989 0.41 0.48 -

LuNiBi 6.424 0.00 0.03 [156]

NbCoGe 5.698 1.09 1.13 [182, 183]

NbRhGe 5.975 0.79 0.86 [148, 184]

NbIrGe 6.010 0.60 0.72 [184]

NbFeAs 5.689 0.57 0.70 -

NbRuAs 5.961 0.34 0.51 [105]

NbRuBi 6.307 0.38 0.56 [63]

NbOsAs 6.022 0.24 0.44 [63]

NbIrSn 6.230 0.63 0.73 [185�188]

NbOsBi 6.353 0.28 0.46 -

NbRhSn 6.200 0.80 0.78 [188]

NbRhPb 6.295 0.67 0.69 [58]

NbIrPb 6.318 0.67 0.78 [63]

NbRuSb 6.187 0.35 0.48 [159, 189]

NbCoSn 5.964 1.00 1.00 [188, 190�192]

NbCoPb 6.050 0.93 0.82 [14, 58, 63]

NbOsSb 6.232 0.25 0.42 [92, 105]

NbFeSb 5.947 0.53 0.62 [127, 128, 157, 159, 193, 194]

NbFeBi 6.085 0.58 0.71 -

ScNiAs 5.816 0.46 0.47 [149]

ScNiSb 6.107 0.25 0.25 [149]

ScNiBi 6.261 0.15 0.14 [3]

ScPdAs 6.099 0.43 0.45 -

ScPdSb 6.388 0.21 0.22 [1]

ScPdBi 6.525 0.07 0.12 [195, 196]

ScPtSb 6.394 0.43 0.54 [1, 197]

TaCoGe 5.715 1.16 1.19 [182, 183]

TaCoSn 5.962 1.01 1.03 [137, 198, 199]

TaRhGe 5.973 1.04 1.03 [14, 63]

TaRhSn 6.193 0.94 0.93 [18, 199�202]

TaRhPb 6.289 0.92 0.92 [18]

TaIrGe 6.025 0.87 1.03 [199, 203, 204]

TaIrSn 6.226 0.87 1.01 [156, 199, 201, 205]

TaIrPb 6.306 0.91 1.09 [63, 206]

TaFeAs 5.692 0.88 0.98 [63, 93]

TaFeSb 5.960 0.81 0.87 [128]

TaRuAs 5.972 0.37 0.78 [167]

TaRuSb 6.186 0.60 0.77 [18, 159]
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TaRuBi 6.307 0.35 0.70 [18]

TaOsSb 6.235 0.51 0.70 [63, 105]

TaCoPb 6.052 0.95 0.87 [63]

TaFeBi 6.080 0.85 1.01 [157]

TiNiGe 5.668 0.63 0.58 [207]

TiNiSn 5.954 0.44 0.40 [89, 149, 177]

TiNiPb 6.038 0.34 0.29 [166]

TiPdGe 5.964 0.62 0.58 [63, 162]

TiPdSn 6.217 0.44 0.41 [208�211]

TiPdPb 6.328 0.35 0.32 [63, 162, 206]

TiPtGe 5.991 0.72 0.91 [212, 213]

TiPtSn 6.231 0.67 0.81 [179�181, 212, 214]

TiPtPb 6.344 0.62 0.66 [63]

TiCoAs 5.605 1.30 1.24 [93, 215]

TiCoSb 5.878 1.05 1.00 [88, 89, 216�219]

TiCoBi 6.033 0.88 0.78 [102, 220, 221]

TiRhAs 5.889 0.77 0.96 [97, 222�224]

TiRhSb 6.148 0.69 0.86 [17, 103, 225, 226]

TiRhBi 6.280 0.66 0.81 [63, 149, 222, 227]

TiIrAs 5.922 0.56 1.06 [228]

TiIrSb 6.165 0.68 0.97 [228, 229]

TiIrBi 6.302 0.43 0.70 [107]

VCoGe 5.512 0.68 0.99 [182, 183]

VCoSn 5.791 0.64 0.88 [230�235]

VRhGe 5.796 0.43 0.75 [14, 199, 236]

VRhSn 6.055 0.44 0.73 [56, 192, 234, 236�240]

VIrGe 5.818 0.27 0.64 [199]

VIrSn 6.080 0.30 0.64 -

VFeAs 5.496 0.36 0.86 [241]

VFeSb 5.788 0.34 0.66 [242, 243]

VRuAs 5.797 0.17 0.70 [163, 167, 244�246]

VRuSb 6.044 0.19 0.63 [189, 245�247]

VOsSb 6.086 0.11 0.58 -

VRuBi 6.181 0.19 0.50 [63]

VOsAs 5.828 0.09 0.61 [63]

VOsBi 6.222 0.11 0.61 [63]

VCoPb 5.913 0.63 0.76 [14, 63, 206, 248]

VRhPb 6.162 0.43 0.76 [14, 63, 206]

VIrPb 6.190 0.32 0.73 [63, 206]
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VFeBi 5.939 0.33 0.69 [63, 157, 206, 249]

YNiAs 6.057 0.49 0.55 [250]

YNiSb 6.350 0.27 0.28 [2, 86, 251]

YNiBi 6.497 0.14 0.14 [3, 150, 251�253]

YPdAs 6.391 0.00 0.49 [173]

YPdSb 6.608 0.15 0.17 [2, 86, 255, 256]

YPtSb 6.619 0.00 0.10 [86, 116, 197]

ZrNiGe 5.893 0.68 0.65 [257�259]

ZrNiSn 6.130 0.50 0.47 [177, 260�267]

ZrNiPb 6.226 0.38 0.33 [95, 129, 267�271]

ZrPdGe 6.175 0.60 0.58 [63, 272�274]

ZrPdSn 6.396 0.44 0.42 [51, 187, 275]

ZrPdPb 6.486 0.34 0.32 [14, 95, 271]

ZrPtGe 6.200 1.01 1.08 [98, 212, 276]

ZrPtSn 6.413 0.81 0.88 [179�181, 214, 277�280]

ZrPtPb 6.508 0.67 0.73 [63, 271]

ZrCoAs 5.831 1.20 1.23 [281, 282]

ZrCoSb 6.097 1.06 1.08 [88, 182, 283�285]

ZrCoBi 6.220 0.96 0.97 [99, 100, 102, 265, 286, 287]

ZrRhAs 6.110 1.12 1.29 -

ZrRhSb 6.330 1.12 1.10 [103, 225, 288, 289]

ZrRhBi 6.448 0.95 0.93 [14, 176, 290, 291]

ZrIrAs 6.128 0.15 0.64 [14, 170, 204, 292]

ZrIrSb 6.347 1.21 1.29 [170, 204, 229, 292]

ZrIrBi 6.474 0.04 0.20 [170, 204, 292]

TiFeTe 5.864 0.98 1.18 [293]

TiRuTe 6.116 0.72 0.79 -

TiOsTe 6.161 0.29 0.79 -

ZrFeTe 6.070 1.17 1.22 [294]

ZrRuTe 6.298 0.93 1.25 [295]

ZrOsTe 6.344 -0.05 0.40 -

HfFeTe 6.024 0.86 1.23 [296]

HfRuTe 6.277 0.06 0.46 -

Table A.1: Gathered semiconducting 18-electron hH phases are considered in this
work with selected parameters (equilibrium lattice parameter a (Å) and Eg (eV) for
GGA and MBJGGA parametrizations). In the last column, references to the literature
data (up to and including 2022) for the particular hH system are given, if available.
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A.2 Thermodynamical stability

In Table A.2, the subset of hH phases among the initial over 120 systems considered

that were not (by Q3 2022) comprehensively investigated in terms of the potential TE

application. The table was �lled with the OQMD-derived parameters to determine the

stability of the system (Chapter 1.2.1.3). Due to Aykol et al. [28], phases with hull

distance EHD up to 0.1 eV can likely be considered stable.

Comp. ∆H EHD Comp. ∆H EHD

HfPdGe -0.832 0.100 TiPtPb -0.631 0.129

HfPtGe -0.983 0 TiCoAs -0.863 0

HfCoAs -0.828 0 TiCoBi -0.321 0

HfCoBi -0.365 0 TiRhAs -0.912 0

HfRhAs -0.989 0.017 TiRhBi -0.531 0

HfNiSn -0.665 0 TiIrSb -0.815 0

HfPtPb -0.863 0.191 TiIrBi -0.589 0.126

HfPdSn -0.752 0 VCoGe -0.391 0

HfIrSb -0.924 0 VRhGe -0.456 0.045

LuNiAs -1.030 0.073 VRhSn -0.423 0.122

NbCoGe -0.511 0 VIrGe -0.451 0

NbIrGe -0.598 0 VIrSn -0.427 0.107

NbFeAs -0.514 0 VFeAs -0.468 0

NbRuAs -0.493 0.018 VFeSb -0.211 0

NbRuBi -0.149 0.083 VRuSb -0.285 0.063

NbOsAs -0.453 0.168 VOsSb -0.189 0.123

NbIrSn -0.558 0 VRuBi -0.168 0.331

NbOsBi -0.111 0.229 VOsAs -0.336 0.152

NbRhPb -0.274 0.129 VOsBi -0.178 0.522

NbIrPb -0.341 0.205 VCoPb -0.125 0.370

NbRuSb -0.421 0 VRhPb -0.261 0.351

NbCoPb -0.114 0.158 VIrPb -0.349 0.477

NbFeBi -0.068 0.111 VFeBi -0.093 0.301

ScPdAs -1.125 0.084 YNiAs -1.075 0.133

ScPdBi -0.836 0 YPdAs 1.203 0.111

TaCoGe -0.494 0 ZrNiGe -0.792 0.016

TaCoSn -0.317 0 ZrPdGe -0.906 0.135

TaRhGe -0.551 0.008 ZrPdSn -0.817 0

TaIrPb -0.395 0.293 ZrPtGe -0.996 0

TaFeAs -0.467 0 ZrPtPb -0.724 0



94

TaFeSb -0.304 0 ZrCoAs -0.880 0.019

TaRuAs -0.431 0 ZrRhAs -1.070 0.063

TaOsSb -0.364 0.102 TiFeTe -0.539 0

TaCoPb -0.168 0.277 TiRuTe -0.654 0.052

TaFeBi -0.111 0.225 TiOsTe -0.600 0.247

TiNiGe -0.701 0 ZrFeTe -0.600 0.059

TiNiPb -0.278 0.043 ZrRuTe -0.702 0

TiPdGe -0.723 0.088 ZrOsTe -0.634 0.208

TiPdPb -0.379 0.065 HfFeTe -0.586 0.112

TiPtGe -0.884 0 HfRuTe -0.696 0.061

TiPtSn -0.871 0

Table A.2: Summary of the composition analysis of the selected hH systems, where:
∆H (eV/atom) - hull energy; EHD (eV/atom) - distance from the convex hull, i.e., hull

distance.



Appendix B

Validation

B.1 Equilibrium Lattice Parameters

In Table B.1, selected parameters recalculated for (Y;Lu)(Ni;Pd)Sb are gathered. The

previously calculated values for the equilibrium lattice parameter a are consistent with

the results presented here. The greatest discrepancy was revealed for YNiSb (∆a = 0.28

Å), whereas the smallest was obtained for YPdSb (∆a = 0.01 Å).

Such discrepancies may be the result of the di�erent software used (pseudopotentials vs.

the full potential approach).

compound a B EGGA
g EMBJ

g

YNiSb 6.350 93.02 0.27 0.28
YPdSb 6.608 88.15 0.15 0.16
LuNiSb 6.269 97.16 0.21 0.19
LuPdSb 6.544 89.30 0.11 0.10

Table B.1: Selected parameters of recalculated hH phases (Y;Lu)(Ni;Pd)Sb: lattice
parameter a (Å), bulk modulus B (GPa), and GGA- and MBJGGA-derived band gaps

(eV).

B.2 Bulk modulus

The values of bulk modulus B for the selected hH phases are presented in Table B.1. The

discrepancies between reported and calculated values of B for YNiSb, YPdSb, LuNiSb,

and LuPdSb are as follows: 1.67 GPa, 47.05 GPa, 15.79 GPa, and 1.28 GPa, respectively.

Interestingly, the greater discrepancy of compared values of B is obtained for hH phases,

with reported smaller discrepancies between values of a. Therefore, one may assume
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Figure B.1: Bandstructures of selected systems, whereas with black and red, GGA
and MBJGGA parametrizations are marked, respectively.

that the di�erences between VASP- and Wien2k-derived B are due to the software used

(perturbation theory and energy approach, respectively) rather than to the equilibrium

lattice parameter applied.

B.3 Electronic structures

The repetition of the electronic structure calculations with the use of VASP for YNiSb,

YPdSb, NbFeSb, LuNiSb, and LuPdSb was performed. The results are depicted in

Figure B.1.

The features of electronic structures presented here are consistent with previous results

[2]. Even the relatively speci�c shapes of the band structures are well recreated, e.g., the

existence of the local minimum of the conduction band at the Γ point (MBJ approach)

for YPdSb or the GGA-derived spike of the conduction band at the Γ point for LuPdSb.

B.4 Band gaps

The values of GGA- and MBJGGA-derived band gaps are gathered in Table B.1. The

discrepancies between Eg presented here and previous results range from 0.01 eV (Lu-

NiSb and LuPdSb) up to 0.08 eV (YPdSb) for GGA parametrization and from 0.01 eV

(LuNiSb) up to 0.04 eV (YPdSb). The values provided here are highly consistent with

the previous data, despite possible deviations in the various parameters of the particular

hH phase, e.g., the lattice parameter.
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B.5 Deformation potential

The discussion on the discrepancies between VASP- and Wien2k-derived deformation

potential is carried out in Chapter 3.4 as the crucial factor for the discrepancies observed

in terms of the TE performance.

B.6 E�ective mass and relaxation time of the carriers

A complex discussion on the repetition of e�ective mass calculations is conducted in

Appendix C.

The relaxation times of the carriers obtained here with GGA and MBJGGA approaches

and for p/n-type regimes are gathered in Table B.2. The smallest discrepancy is ob-

served for YPdSb: ∆τpMBJ = 5.5 fs, whereas the greatest discrepancy is revealed for

LuPdSb: ∆τpMBJ = 79.7 fs. The reason for the presented di�erences may be due to the

strong in�uence of the elastic constant and deformation potential, whose values di�er

signi�cantly depending on the software used.

compound τpGGA τnGGA τpMBJ τnMBJ

YNiSb 83.8 85.2 1.8 0.8
YPdSb 85.8 86.7 3.8 2.9
LuNiSb 128.5 95.9 2.4 0.5
LuPdSb 9.1 12.0 7.5 8.1

Table B.2: Values of the relaxation time τ (fs) e of the carriers at room temperature
for selected hH systems with XF functional (GGA or MBJGGA) and regime type (p

or n) given.

B.7 Thermoelectric Power Factor

In Table B.3, the values of recalculated PF for selected hH phases are gathered. The

discrepancy between the previously obtained PF and the values obtained with the pseu-

dopotential approach is visible; the PF presented here is signi�cantly lower. However,

the trend toward favorable hH alloys (i.e., LuNiSb and YNiSb) and the dominant p-type

regime is repeated [8].

A reason for such di�erences may be due to the complex scheme of the τ calculations.

Even a small variation in the deformation potential can lead to a signi�cant extension

or reduction of τ for the particular compound. A similar e�ect may be observed due to

the relationship between relaxation time and the elastic constant.
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compound PF p
GGA PFn

GGA PF p
MBJ PFn

MBJ

YNiSb 0.95 0.07 0.89 0.03
YPdSb 0.51 0.01 0.49 0.01
LuNiSb 1.84 0.06 1.38 0.04
LuPdSb 0.32 0.01 0.35 0.02

Table B.3: The maximum TE PF at room temperature for p/n-type regimes and for
GGA and MBJGGA parametrizations for the selected hH systems.



Appendix C

E�ective mass calculations

The calculations of the e�ective mass of the carriers were carried out based on the band

structures in the vicinity of the VBM (p-type carriers) and CBM (n-type carriers) of the

particular systems. The degeneracy of the bands was considered. The �nal e�ective mass

in the VBM or CBM was calculated as the average value of the e�ective masses of each

band in one (e.g., VBM at the L-point) or two directions (e.g., VBM at the Γ-point), if

possible.

In Figure C.1, an example of VBM for ScNiSb located at the Γ point is presented. The

explicit k-mesh points in the considered L− Γ−X − U line were �t with the parabola

functions. The value of the e�ective mass of p-type carriers obtained here for ScNiSb is

nearly the same as reported in the literature, i.e., 0.36 me [1].

Figure C.1: A visualization of �tting k-mesh points in the vicinity of VBM for ScNiSb
(GGA parametrization).
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In Table C.1, the e�ective mass of hH phases recalculated for SVR modeling is gathered

[8]. Listed antimonides were previously investigated in terms of transport and TE prop-

erties in the p-type regime with GGA and MBJ approaches [2]. The discrepancies ∆m

of e�ective mass between the previous results and values presented here are as follows:

� YNiSb: ∆mp
GGA = 0.03 me, ∆m

p
MBJ = 0.00 me;

� YPdSb: ∆mp
GGA = 0.00 me, ∆m

p
MBJ = 0.01 me;

� LuNiSb: ∆mp
GGA = 0.01 me, ∆m

p
MBJ = 0.02 me.

Much stronger deviation is observed for LuPdSb (mp = 0.17 and 0.15 me reported

based on GGA and MBJGGA, respectively [2]). Such a discrepancy may be due to

the di�erence between calculations for the full potential approach and pseudopotentials

(di�erent software used). Additionally, it is hard to obtain the high accuracy of the

second derivative of the total energy of the systems.

compound mp
GGA mn

GGA mp
MBJ mn

MBJ

YNiSb 0.30 3.58 0.27 5.76
YPdSb 0.20 1.51 0.18 1.70
LuNiSb 0.24 3.00 0.25 7.85
LuPdSb 0.90 0.97 0.65 0.87

Table C.1: The e�ective mass for p/n-type regimes and for GGA and MBJGGA
parametrizations for some of the systems investigated here and present in the literature.
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